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PREFACE

,'The use of ion beams for the modification of the structure and properties
of the near-surface region of ceramics began in earnest in the early 1980s.
Since the mechanical properties of such materials are dominated by surface
flaws and the surface stress state, the use of surface modification tech-
niques would appear to be an obvious application. As is often the case in
research and development, most of the initial studies can be characterized
as cataloging the response of various ceramic materials to a range of ion
beam treatments. The systematic study of material and ion beam parameters
is well underway and we are now designing experiments to provide specific
information about the processing parameter - structure-property rela-
tionships.
This NATO-Advanted-Study Institute was convened in order to assess our

current state of know1Pdge in this field, to identify opportunities and
needs for further research,'-and to identify the potential of such processes
for technological application.--
It became apparent that this class of inorganic compounds, loosely termed

ceramics, presents many challenges to the understanding of ion-solid inter-
actions, the relationships among ion-beamnparameters, materials parameters,
and the resulting structures, as well as r~l.ationships between structure and
properties. In many instances, this understA ding will represent a major
extension of that learned from the study of metljsand semiconductors.
The Institute was divided into four main areas. -The first group of lec-

tures dealt with the fundamentals of ion-solid interactions and the defect
structure of compounds. Chemical and thermodynamic factors appear to be
significantly more important than for simple metallic systems. The second
group of lectures concerned the experimentally observed microstructural
features and phase structures that develop during ion-beam processing of
ceramics. The properties of Ion-implanted and Ion-beam-mixed ceramics were
treated In Part III, and included discussions on mechanical, tribological,
chemical, electrical, and optical properties. The final section was con-
cerned with thin films and coatings prepared by Ion-beam-assisted processes.\
The Institute was held at 11 Ciocco International Tourist and Conference

Center, Castelvecchio Pascoll, (Tuscany) Italy during the period of 7
August 28 to September 9, 1988. The setting and facilities were ideal for
such a learning experience. The hotel possesses the proper blend of isola-
tion that enhances group identification and interaction with the amenities
of a first-class hotel and easy access to the cultural and historical
attractions of Tuscany. The organizers are particularly grateful to
Mr. Bruno Giannasi who served as our contact with the hotel staff and was
instrumental in making possible our productive and successful meeting. The
conference secretary was Ms. Lou M. Pyatt who also deserves much of the cre-
dit for our success and for the timely preparation of these proceedings.
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PROPERTIES OF CERAMICS AND THEIR STUDY BY COMPUTER SIMULATION METHODS

C. R. A. Catlow

Department of Chemistry, University of Keele,
Keele, Staffs. ST5 5BG, United Kingdom

1. INTRODUCTION
The defect physics and chemistry of non-metallic solids show a large

degree of diversity and complexity. Defects can be created by several
mechanisms and a wide range of defect species are possible particularly in
the structurally more complex materials. In this chapter we will first
review the basic nature of defects in insulating solids. We will then
describe the techniques that are available for simulating defects and
defect-dependent phenomena in these materials. The field of defect simula-
tions in insulators has enjoyed considerable success over the last ten
years. Static and dynamical methods have been used, and the techniques have
been applied with success to both bulk and surface defects. This success
suggests that the methodology should be extended to the complex problems
posed by ion beam implanted ceramics. Complex defect reactions occur in
insulators, following radiation change as illustrated by our discussion
later in the article, of irradiation damage in NaCl. Even greater com-
plexity can be expected for oxide cerami" materials.

2. DEFECTS AND DEFORMATION IN INSULATORS
2.1. Types of defects
It is useful to classify defects in ceramics into four principle cate-

gories.
(A) Point defects in which the defect is located at a single site or small

group of sites in the crystal. These comprise vacancies, i.e. atoms missing
from the regular lattice sites; interstitials, i.e. atoms present in sites
that are unoccupied in the perfect lattice; substitutionals, that is foreign
atoms present at perfect lattice sites; and clusters, i.e. aggregates
comprising several of the above. A simple example of the latter is given in
Fig. 1, which shows a complex of a divalent dopant ion and a cation vacancy
in NaCI.
(B) Extended defects, which have an indefinite extent in one or two dimen-

sions. The commonest example is provided by dislocations which occur in all
crystalline materials. These defects whose nature is amply discussed in
several texts are "conservative defects," i.e. their formation does not
change the over-all chemical composition of the solid. In contrast, "non-
conservative" extended defects known as shear planes form in certain non-
stoichiometric oxides, e.g. TiO2_x and WO,_x. A diagramatic illustration of
such defects for the case of W03 is shown in Fig. 2, which shows a section
through the Re0 3 structure a distorted version of which is adopted by WO3 .
On reduction to form WO,_x we might envisage that oxygen would be lost with
the formation of vacancies. If we imagine the latter being aligned to form
a vacancy disk as shown in Fig. 2(a), then by a subsequent process of shear
in which the bottom half of the crystal is displaced as shown, the vacancies

CJ. McHargue et al. (eds.), Structure-Property Relationships in Surface-Mod fled Ceramics, 1-25.
0 1989 by Kluwer Academic Publishers.
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LI Cation vacancy

()0 M2+ cation

0 Lattice cation

* Lattice anion

J (b)

FIGURE 1. Dopant-defe-t paris in divalent cation doped rock salt structured
halides: (a) n.n. pair (b) n.n.n. pair.

0 0 * cation

I o oxygen vacancy
N O• (oxygen ions of

intersections of mesh)

direction
of shear

00 C shear plane
furrows indicate

0 0 direction for metal
0Nreloxaitions)

FIGURE 2. Schematic illustration of shear-plane formation in ReQ3 structured
oxides.

maybe eliminated with the creation of a planar fault on the cation sublat-
tice. The formation of such defects clearly changes the oxygen to metal
ratio.
(C) Surfaces and surface defects. A broad definition would include sur-

faces as a "defect" in that they are a discontinuity of the bulk crystal.
More relevant, however, Is the fact that well defined surface defects are
now discussed In the ceramic literature; in particular, surface vacancy and
impurity states are thought to be of importance.
(D) Nuclei of precipitates. A new phase precipitated into a host crystal

cannot, of course, strictly be lncluaed in the classification of defect
species. But there is a "fuzzy" division between nuclei of new phases
(which may be defect aggregates) and precipitates, and for this reason we
have included such species in our classification.
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2.2. Defect creation mechanisms
The following types of mechanism are important in ceramic materials.
(A) Thermal Creation of Instrinsic Disorder, by which we mean the creation

by thermally induced excitation of the disorder which is invariably present
even in hypothetically pure materials at temperatures above absolute zero.
Different types of intrinsic disorder reaction are possible and tUe defect
concentrations are highly temperature dependent.
Themal generation of defects is best understood using the concept of

defect reactions: the first, known as the Frenkel disorder reaction,
involves the generation of interstitials by the displacement of ions from
normal lattice sites to interstitial positions in the crystal structure.
The Frenkel disorder reaction can therefore be written as:

IL 4 VL + II ,

where IL indicates an ion occupying a normal site; II is the interstitial
species and VL is the vacancy at the regular lattice position that is
created by displacement of the ion I. The advantage of this way of
describing the thermal generation of defects is that it can readily be shown
that defect reactions are governed by the same chemical thermodynamic con-
siderations as more conventional chemical reactions. Thus assuming that
Frenkel disorder dominates, the equilibrium activities of vacancies and
interstitials (written as av and ai) are given by:

ava I = kF = exp (-gF/kT) , (1)

where kF is the Frenkel disorder constant, and gF is the free energy of
formation of the Frenkel pair. The activity of perfect lattice ions may be
taken as unity. Activities may of course be related to concentrations
(xV and xl) via activity coefficients, i.e.

av = fvxv ; aI  flxl . (2)

At very high dilutions it may be acceptable to take the activity coef-
ficients as unity. Due, however, to the fact that defects are charged
species and have therefore long-range Coulomb interactions, this is in
general not an acceptable approximation; and the calculation of defect
activity coefficients has been an important area of the theory of defects in
solids.
The second type of defect reaction, known as Schottky disorder involves

generation of vacancies by displacement of lattice ions to the surface of
the crystal. For ionic materials Schottky disorder requires the formation
of vacancies in stoichiometry ratios. Thus in 1:1 crystals, e.g. NaCl,
equal concentrations of defects must be created; while in 2:1 crystals, e.g.
CaF2 , cation and anion vacancies are created in the ratio 1:2. The Schottky
disorder reaction for 1:1 ionic crystals may be written as:

IL+ + IL - + VL
+ + VC , (3)

where the superscripts, + and -, indicate defects created at cation and
anion sites respectively. Again, we may apply standard chemical ther-
modynamics to this equilibrium, giving for the vacancy activities, av+ and
av-:

aV + aL- = KS = exp (-gs/kT) , (4)
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where KS is the Schottky disorder equilibrium constant and gs is the free
energy of formation of the Schottky pair.

Since gF and gs are always finite (although possibly large), both Frenkel
and Schottky reactions are always operative in a crystal. In practice,
however, one type of disorder appears to dominate in a given crystal
(although an unlikely coincidence in some material in the values of 9F and
gs cannot be ruled out). Crystals may be classified therefore according to
whether the intrinsic disorder Is of the Frenkel or Schottky type. Such a
classification for the commoner materials is presented in Table 1.

TABLE 1
Dominant Intrinsic Disorder of Ionic Crystals

Compounds Crystal Dominant Intrinsic
structure Disorder Reaction

NaCI (+ all isostructural Rock-salt Schottky
alkali halides)

AgC1, AgBr Rock-salt Cation Frenkel
MgO (+ alkaline earth oxides) Rock-salt Schottky
MnO (+ other divalent Rock-salt Schottky

transition metal oxides)
CaF2 (+ other isostructural Fluorite Anion Frenkel

halides)
U02 (+ other isostructural Fluorite Anion Frenkel

oxides)
Ti02 (+ isostructural oxides) Rutile (Schottky)
ZnO Zinc-blende (Cation Frenkel)
A1203 (+ isostructural Cordundum (Schottky)

oxides)

Note: reaction types given in brackets indicate that some uncertainty
may still be associated with the nature of the predominant disorder.

(B) Chemical induction of defects. All real materials contain impurities,
either accidentally present or deliberately introduced as dopants. If the
dopant is an "aliovalent" species, i.e. with a different valence from the
host lattice ions, then whether it is a substitutional (which is most com-
monly the case) or an interstitial, it must be "charge compensated" to
retain electroneutrality. A simple example is given by the case of alumi-
nium in magnesium oxide. A13+ Is invariably present even in high purity
MgO; it substitutes for Mg2+ which disturbs the charge balance of the
crystal. The Al substitutional, which may be denoted as Al* (using the
notation of Kroger and Vink) has an effective charge (i.e. charge relative
to that of the same site in the perfect latice) of +1. It must be compen-
sated by defects with an effective negative charge; and since the intrinsic
disorder of the material is of the Schottky type, vacancies are created with
one doubly charged cation vacancy (VMo) for every two A1+ impurities.
A second example is given by Nb'+ d ping of UO,. The niobium substitu-

tional Nb6 again must be compensated by defects with an effective negatlv
charge. As U02 is a Frenkel disordered material, oxygen interstitials (0)
are created. The case of UO also illustrates well how variable cation
valence, which gives rise to non-stoichiometry in oxide has very similar
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consequences, as regards defect structures, to aliovalent doping. Thus oxi-
dation of U4+ to Us+, creating a quasi defect Uu leads to oxygen anion
interestitial compensation. Indeed, non-stoichiometry is a very common
cause of defect creation in oxides.
(C) Mechanical Creation of Defects. It is well known that mechanical

deformation of materials may lead to defect creation, and indeed disloca-
tions are commonly induced by mechanical treatment. Such processes may be
important in ceramic materials as well as in metals.
(D) Radiation Damage. Radiation may induce defects via a variety of

mechanisms. Implantation of course directly introduces impurities into
materials. However, radiation creates lattice defects by "knock-on" or
displacement processes which occur during the radiation induced cascade; in
addition defects may be induced by photolysis where the primary act of the
radiation is the creation of electron-hole pairs, which via secondary pro-
cesses lead to defect generation. Examples for the case of NaCl will be
presented in Section 3.
2.3. Defect aggregation
In all types of solid, defect interaction and aggregation processes become

important at higher defect concentrations. This is, however, specially the
case in ionic materials owing to the strong Coulomb interactions between
defects. Defect clustering may be included within the mass-action formation
discussed above. For example, the formation of the cluster shown in Fig. 1
may be described in terms of the defect reaction:

DL =VL C,

where DL indicates a dopant ion occupying a regular lattice site and C the
cluster. The consequent mass action equation is given by:

ac
- = Kc = exp (-gc/kT)
adav

where ac and ad are the activities of the cluster and dopant ion respec-
tively and gc is the free energy of cluster formation.
Highly complex modes of defect aggregation occur in many heavily doped and

non-stoichiometric ionic materials. An example is shown in Fig. 3 for the
case of FeixO, a grossly non stoichiometric compound in which cation vacan-
cies are created to compensate the oxidation of lattice cations from Fe2+ to
Fe3+. It is now well established (see for example Chapter 16 of reference
2) that in these heavily defective oxides vacancies are stabilized by a mode
of aggregation that involves the creation of additional cation interstitials
as shown in Fig. 3.
2.4. Consequences and effects of defects

We have noted that defects radically alter the properties of solids. The
properties influenced include mechanical, electrical, spectroscopic, and
diffusional behavior. Many accounts of these phenomena are given
elsewhere (1-3). Thus, we will concentrate on one aspect, viz the influence
of defect structure on atomic transport in solids.
Atomic transport is manifested by the bulk properties of conductivity and

diffusion and is nearly always effected by defects. Interstitial atoms may
jump through the lattice, and lattice atoms may jump into vacant sites
(hence effecting vacancy transport). As discussed below, these processes
may be described using absolute rate theory. Given knowledge of the fre-
quencies of these activated jumps,we may write the diffusion coefficient D,
as:
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(a) (bi (ci

4:1 CLUSTER

6:2 CLUSTER

8:3 CLUSTER

Q Cation vaconcy
Fe ) ' inforstitial

l(e)

16;5 CLUSTER

'2:4 cluStLr

FIGURE 3. Vacancy-interstitial cluster models in Fe,_xO.

D = 1/6 xur2 , (5)

where x is the defect concentration and r is the distance of the defect
jump. If, as argued below, u shows Arrhenius behavior, then since x is
either fixed by the level of impurities (or of mechanical and irradiation
damage), 0 itself will show Arrhenius behavior. Similar behavior will be
shown by the electrical conductivity if it is effected by the same atomic
transport mechanisms, which now transport charge rather than mass. In these
circumstances the conductivity (a) and diffusion coefficient (D) are related
by the Nernst-Einstein relationship:

.4
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a ne(

D f kT(6

where n is the number density of mobile ions, e is the electron charge, and
f is a numerical factor (the correlation coefficient) which is close to
unity and which depends on the migration mechanism.
The prediction of Arrhenlus behavior is borne out experimentally.

Figure 4 shows an Arrhenius plot for conductivity in KCI. Two linear
regions are observed: that at higher temperature corresponds to normal
intrinsic generation of defects; whereas at low temperatures the defect
population is dominated by impurities. In ceramic materials, the low tem-
perature, extrinsic region commonly dominates except at the highest tem-
peratures, close to the melting point.

Run2 3 bo tom c rys

o.5 I-a ".IS" 1t 1.35 -.'4 " ,.-S ' ".6s
V K/T

FIGURE 4. Arrhenius plot of conductivity for KCI (see Chapter by Jacobs in
reference 2).

2.5. Defect structure of ceramics: summary
it should be clear from the above discussions that the defect properties

of ceramics show complex features that are not encountered in parallel stu-
dies of metals. The variety of atom types leads to a corresponding variety
in defect species. Low levels of impurities can lead to an enormous enhan-
cement in defect concentrations and on defect dependent properties, e.g.
diffusion. Defect aggregation is observed at all but the lowest defect con-
centrations. Because of this complexity, guidance from reliable theoretical
techniques has played and continues to play a vital role in the development
of this field. The remainder of this chapter will review the present state
of theoretical studies of defects in ceramics.

3. DEFECT CALCULATIONS: TECHNIQUES
The methodology of defect calculations in ceramics has been extensively

reviewed in recent years by the present author and others (1,4-6). For this
reason the account here will concentrate on key features of the techniques;
the reader is referred to references (1-6) for details. We shall con-
centrate on simulation techniques, i.e. methods which are based on models of
the interatomic potentials describing the forces between the atoms or Ions

I



8

in the solids; these are then used in a variety of procedures based on
classical rather than quantum physics. We will, however, refer to the
emerging field of quantum mechanical studies of defects in ceramics.
What quantities can be modelled using modern theoretical methods? Defect
energies are now routinely calculated using Mott-Littleton techniques; such
calculations involve a detailed simulation of the lattice relaxation around
the defect. Defect entropies may also now be calculated by methods deve-
loped during the last few years by Jacobs, Gillan, Harding, Leslie, Mackrodt
and Stoneham (7-10). The majority of calculations that have been performed
yield defect parameters appropriate to zero temperature and to constant
volume. But increasingly, the quasi-harmonic approximation is invoked to
perform calculations for higher temperatures by using the lattice parameters
appropriate to that temperature. Moreover, given estimates of the tem-
perature variation of defect energies, it is possible to obtain, using stan-
dard thermodynamic relationships, values of the corresponding constant
pressure quantities, further discussion of which is given below and in
references (11) and (12).
The calculations referred to above are all based on lattice statics tech-

niques, i.e. no explicit account of thermal motion is included. The methods
are very flexible,and can be applied to defect formation and aggregation,and
to the activated jump mechanisms which are generally responsible for defect
transport. Moreover, the techniques can be extended to the study of surface
and grain boundaries. The omission of explicit dynamical effects is,
however, an approximation that becomes increasingly severe at high tem-
peratures and for solids which show high atomic mobilities. For this reason
there is increasing use of the molecular dynamics method which includes
kinetic energy explicitly. In addition the Monte-Carlo method which is
essentially a form of computational statistical mechanics is finding a role
in the study of complex disordered materials.
3.1. Defect energy calculations: The Mott-Littleton methodology

The methods used here are conceptionally simple and were developed by Mott
and Littleton (12) over fifty years ago. The defect is embedded in a
surrounding region of crystal (containing typically 100-300 atoms of ions).
Within this region, atomic coordinates are adjusted until all atoms are at
zero force; this excercise obviously requires specification of the
appropriate interatomic potentials. For more distant regions of the
crystal, the polarization is calculated using expressions based on a con-
tinuum approximation. The interaction between the polarization field and
the defect may be summed to infinity using analytical expressions. In prac-
tice, the calculations employ an interface region between the explicit and
continuum regions, in which the interactions are calculated directly. Early
work of Norgett (13) showed that It is possible to develop efficient com-
puter codes based on the Mott-Littleton method. An important feature of
this development was the use of matrix minimization methods in treating the
inner explicit region. Norgett's original HADES code was generalized by
Catlow et al. (14), and the latest "state-of-the-art" defect simulation code
CASCADE written by Leslie (15), can handle defects in crystals of all sym-
metries and exploits the efficient vector processing facilities of, for
example, the CRAY supercomputers. There is now abundant evidence that,
given a sufficiently large inner region, and given high quality interatomic
potentials, these methods are capable of yielding accurate defect energies
in quantitative agreement with experiment. Examples will be given in
Section 4 below, which will show that the methods are now indeed a predic-
tive tool in defect physics.
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3.2. Entropy calculations
Defect entropies have two components: first configurational terms arising

from orientational and site degeneracy. For these we may use expressions of
the type:

S = K loge(N) , (7)

where N is the number of orientations and the fractional site occupancy of
the defect. Far more difficult to evalute is the vibrational entropy which
arises from the perturbation by the defect of the vibrations of the
surrounding lattice atoms. However, developments due to Gillan, Jacobs and
Harding now allow such calculations to be performed. The vibrational
entropy Sv is written as:

3N

i:1
S, = -K In- + 3k(N' - N) [I - In (h/kT)l), (8)

3N
Ttwi
i=1

where the primes indicate the perturbed vibrational frequencies. These are
evaluated in a region of crystal surrounding the defect and compared to the
unperturbed values. Difficulties may be encountered in the convergence of
such calculations with expansion of the explicitly treated region. Details
are given by Gillan and Jacobs (7). A general computer program, SHEOL, has
been written by Harding (8).

Given knowledge of defect energies and entropies we may, of course, eva-
luate free energies. In this context we should note the important rela-
tionship for defect quantities, that is, gp = fv, where gp is the Gibbs
energy at constant pressure and fv the Helmholtz constant volume quantity
that is normally calculated. In addition we note the standard relation-
ships:

hp U - xT[dux (V(T)) - T dsvIV(Tf)) (9a)
dv d '

Sp -= V du,,(V(T) T ds,(V(T)) 3 (9b)

in which v is the unit cell volume and which allow us to convert constant
volume to constant pressure quantities given knowledge of the thermal expan-
sivity 8 and the derivatives duv/dv and dsv/dv. The latter may be calcu-
lated by varying the lattice parameter of the crystal as discussed in
references (12) and (16).
Extensive studies of defect energies and entropies and their variation

with temperature have been made within the confines of the quasi-harmonic
approximation, by Harding and coworkers [see e.g. ref. (12)]. One important
conclusion to follow from Harding's work is that generally hp as measured
experimentally at elevated temperatures is reasonably well approximated by
uv at 0 K. The same approximation does not, however, apply to the entropy
term.

'I
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3.3. Defect migration energies
Thirty years ago, Vineyard (17) showed that absolute rate theory could be

applied to defect transport processes and subsequent defect modelling stu-
dies by Gillan and Harding (18) and by de Lorenzi (19) have supported (and
amplified) this approach. Thus, we can write the frequency of defect jumps
using the expression:

u - uo exp (-gACT/KT) , (10)

where gACT is the free energy of activation, i.e. the difference between the
free energy of the saddle point for the migration process and that of the
ground state of the defect. Given that the saddle point can be identified,
gACT may therefore be evaluated using energy and entropy calculations of the
type described above. For high symmetry crystals, identification of the
saddle point is commonly straight-forward. For lower symmetry crystals,
greater difficulties may be met, and a detailed search of the potential
energy surface may be necessary. Examples of calculated activation energies
will be given in Section 4.
3.4. Super-cell calculations
The methods described so far have concerned an isolated defect or defect

cluster embedded in an infinite, perfect crystal. An alternative approach
is to take a defect supercell, that is, an infinite periodically repeating
array of defects; the repeat unit will normally be a supercell of the basic
unit cell of the structure. Energy minimization techniques are then applied
to the supercell. The lattice energy of the defect supercell may be com-
pared with that of the corresponding perfect structure to yield the defect
energy; similarly, by evaluating the phonon dispersion curves, the entropy
of the defect supercell may be calculated and compared to that of the per-
fect lattice, thereby yielding the defect entropy.

For sufficiently large supercells, the resulting defect parameters should
converge on the values obtained using the methods described in Section 3.1
and 3.2. And indeed, such convergence has been shown in recent studies of
Leslie and coworkers (20).
3.5. Molecular dynamics calculations
The molecular dynamics (MD) method has emerged in recent years as one of

the most powerful general computational methods in condensed matter science.
The method is, again, conceptionally simple: an ensemble of particles con-
taining several hundred (and in modern work, often several thousand) par-
ticles is defined. The ensemble is normally repeated infinitely by the
application of periodic boundary conditions. Interatomic potentials must be
specified, between the particles which simulate the component atoms of the
system. The simulation is started by assigning all particle positions and
velocities; and the simulation then proceeds by the solution of the classi-
cal equations of motion of the system in an iterative manner. A time step,
At, is specified, after the lapse of which new coordinates and velocities
are calculated. For infinitesimal At, the expression would be:

xi(t + At) = xi(t) + vi(t) At (11a)

Fi
vj(t At) = vi(t) + -(t) At , (1ib)

where xv, vi, and mi are the position, velocity and mass of the ith par-
ticle and Fi(t) is the net force acting on the particle at time t. The
above expressions are inaccurate for any finite At (which is typically



10-14- 10-19 s) and in practice, more sophisticated updating algorithms
including terms in higher powers of At are used. In the early stages of an
MO simulation, which normally will involve several thousand time steps, the
system equilibrates, i.e. equipartition of energy is achieved and the system
acquires an equilibrium distribution of velocities. The second stage of the
simulation is the production run; this proceeds again for several thousand
time steps with the positions and velocities each time step being stored on
tape or disk for subsequent analysis. This stored output from the simula-
tion contains a record of the time evolution of the system over a period
which is normally 10 - 1000 pico-seconds. We have discussed elsewhere (5)
the scope and limitations of the MD method in the study of atomic transport
in insulating solids. The method is intrinsically more powerful than the
static methods discussed earlier in this section. Structural properties are
derived from calculated radial distribution functions. Diffusion coef-
ficients may be calculated directly from the variation of the root mean
square displacement < r2a > of a particle of type a with time, for which we
use the relationship:

< ra > = 6Dat +Ba , (12)

where Ba is the temperature factor relating to the vibrational amptitude of
atom a at its lattice site. In addition, a range of correlation factors,
e.g. the velocity auto-correlation function and van Hove self-correlation
function may be calculated; the latter is of particular interest and use as
it enables the results of neutron scattering experiments to be simulated.
Despite this power and versatility, the method is limited in its applica-

tion to transport in solids. The limitations arise from three main sources:
(I) Limited time scale. Even with the largest modern supercomputer, simu-

lation periods much longer than 1000 psec in "real timeu are rare due simply
to the enormous computational demands of the longer simulations. In simu-
lating transport processes it is therefore necessary that several migration
processes occur within this time scale. This effectively confines the
method to the study of transport in solids with high atomic mobilities.
Techniques are available for the study of "rare events" but they require
prior knowledge of the type of event (e.g. the migration mechanism).
(ii) If, as is normally the case, periodic boundary conditions are used,

the system has no "surface", and, consequently Schottky disorder (which
involves the displacement of lattice atoms to the surface of the crystal)
cannot be generated naturally by the simulation. In Schottky disordered
crystals, a fixed level of vacancies must be introduced at the start of the
simulation. There is, of course, no such restriction for Frenkel disordered
materials.

(III) It is difficult to include the effects of electronic polarizability
in an MD calculation as this increases by up to an order of magnitude the
already high computational cost of the calculations. However, as discussed
below, polarization energies make an important contribution to the total
defect formation energy in ionic solids.

Despite these limitations, MD techniques are being increasingly used in
solid state studies, and with growth in computer power, their role in the
modelling of high temperature ceramics is certain to grow.
3.6. Monte Carlo molecular dynamics techniques

Molecular dynamics resembles MD methods In that a periodically repeated
ensemble of particles is used and several thousand configurations of the
system are generated. But unlike MD there is no time relation between suc-
cessive configurations which are generated by making random moves of the
component particles, with a variety of procedures being used to decide

K
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whether such a move should be accepted. In studies of atomic transport this
type of sampling may be used to model systems with large numbers of dif-
ferent migration mechanisms, as will be discussed in Section 4.
3.7. Surface and grain boundary properties
As ceramic materials are in general polycrystalline, interfaces can exert

a decisive influence on their properties. The types of simulation method
described above have therefore been extended to the study of surfaces and
grain boundaries and to the properties of defects and impurities at these
interfaces. Notable contributions to this field have been made by Tasker
and Duffy (21-23) and by Mackrodt and Colbourn (24). Calculations on per-
fect surfaces take a slab of crystal that is infinite in two dimensions.
The slab is embedded on one side with the perfect crystal structure which
extends to infinity; the other side simulates the surface. Energy minimiza-
tion procedures are applied to the slab to yield the relaxed structure of
the surface and the layers of atoms immediately below. Calculations show
that there may be extensive relaxation (most commonly, "rumpling" which
involves differential displacements of atoms perpendicular to the surface)
in the surface layer, but that these displacements rapidly decay to zero on
penetration into the bulk.

Grain boundary calculations also embed the interfaces with an explicitly
relaxed slab which is, in turn, embedded on either side in an infinite per-
fect lattice. Calculations are reported on twist, twin, and tilt boundaries
(23,25). Setting up the initial configuration of these calculations may be
difficult even with high symmetry crystal structures.

Of greatest relevance and importance in the context of ceramic behavior
are the calculations on defects and impurities at interfaces. These are
performed by methods related to the Mott-Littleton method described in
Section 3.1. After obtaining the relaxed surface or grain boundary struc-
ture, the defect is embedded in this structure and a surrounding region of
atoms is relaxed to zero force, with the polarization of more distant
regions being calculated using continuum theory. Notable applications of
these methods have concerned the study of impurity segregations to surfaces
and grain boundaries. The reader should refer to the papers of Tasker,
Duffy, Colbourn and Mackrodt (22-27) for details.
3.8. Interatomic potentials

All the methods described above rely, as we have noted, on specified
interatomic potentials. For ceramic materials, the potentials used to date
have been based on the Born model of the solid; that is, the following
assumptions have been made:
(i) The solid is an assembly of ions which are most often assumed to have

integral charges (e.g. 2+ for Mg, 2- for 0). The resulting Coulomb simula-
tions must be modelled accurately. Straightforward real space summations
converge slowly, and all modern methods use the Ewald procedure (28) which
partitions the simulation into reciprocal and real space components both of
which are rapidly convergent.

(ii) Short-range forces due to orbital overlap repulsion and dispersion
and covalent terms are described by analytical functions. Most commonly
these are of the 2-body, central force type, e.g. the well known Buckingham
(or "6-exp") potential:

V(r) = A-er/e - Cr-' , (13)

although other functional forms, e.g. the Lennard-Jones and Morse, may be
used. The restriction to two-body models is a major one, especially as we
push the applications of simulation methods towards more covalent materials.
Many-body terms may be included in a variety of ways, most simply by the use
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of bond bending energy functions, which add terms to the total energy of the
crystal, of the type:

1
E (6) -K (- eo) , (14)

where 6 Is the bond angle of a specific trio of atoms (e.g. the O-Si-O bond
angle) and 00 is the equilibrium value (e.g. the tetrahedral angle). These
simple many-body terms have proved to be particularly effective in the
modelling of silicate structures.

(III) The effects of ionic polarization must be included in accurate
modelling of the structures of defects in ceramics. Defects generally have
non-zero charges and hence the surrounding lattice is polarized. The
electronic component of the polarization energy is generally substantial.
Earlier attempts to model this effect using point dipole models have now
given way to shell model treatments, which, albeit crudely, model the physi-
cal basis of polarization as the displacement of valence shell electron den-
sity by the applied field; this Is described in terms of the displacement of
a massless shell from a core (in which the atomic mass is concentrated), the
core and shell being connected by an harmonic spring.

Potential models must be parameterized; that is, values must be assigned
to the variables in the analytical representation of the short-range poten-
tials and to the variables in the shell model description of polarizability.
Two strategies are employed here. In the first we use least-squares fitting
of the parameters to the observed crystal properties (e.g. elastic and
dielectric constants and phonon dispersion curves). This of course requires
that the necessary crystal data are available. Moreover, the procedure only
guarantees information on the interatomic potential at spacings close to
those in the perfect lattice. For this reason theoretical methods have been
developed for calculating short-range potentials. Considerable success has
been enjoyed by electron gas methods (29-31), while direct calculations of
interatomic potential surfaces by Hartree-Fock methods are now increasingly
being used (32,33).
In concluding this section we note that potentials of the type we have

described have, in addition to their success in modelling defect properties,
had a considerable role in describing the structure and properties of per-
fect crystal structures. Crystals with highly complex structures, e.g. the
"1:2:3" YBa 2Cu.07 superconductor have been successfully modelled by energy
minimization methods. Such techniques are therefore useful in the study of
the complex crystal structures of many ceramic materials.
3.9. Quantum mechanical methods

We conclude our account of techniques in the theoretical defect physics of
insulators by discussing briefly the applications of quantum mechanical (QM)
methods. These methods include an explicit representation of the electronic
structure of the defect by solving the Schrodinger equation at some level of
approximation for the defect and usually a small number of surrounding
atoms. The resulting quantum mechanically treated cluster may simply be
"terminated" by adding surface hydrogen atoms to saturate unsatisfied
valences. Alternative or additional procedures involve embedding the OM,
cluster in an array of point charges which simulate the Madelung potential
of the surrounding lattice. In calculations on metals and semiconductors
supercell methods have been used in which the Schrodinger equation is solved
for a periodic array of defects. The levels at which the Schrodinger
equation is solved range from the approximate semi-empirical procedures,
through ab-initio, Hartree-Fock to the configurational interaction (CI)

Ull
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methods which include electron correlation effects. We have discussed these
and other technical aspects elsewhere (1).

When explicit information on the electron structure of defects is needed,
there is, of course, no alternative to quantum mechanical calculations.
However, in many applications in ceramics, information on energies,
entropies, and structures of defects involving only closed-shell species, is
all that is required. For this reason we expect that the simulation
methods, which are far computationally cheaper, will continue to play a more
important role. We should also note that In a recent and detailed study of
Grimes and coworkers (34-36) on defects in MgO, it was shown that QM cluster
methods essentially reproduced (and underwrote) the simulation techniques -
a result which must give added confidence in the use of the latter.

4. APPLICATION OF MODELLING TECHNIQUES
Once more we note that detailed reviews of the application of defect simu-

lations are available elsewhere; and we will confine our attention In this
chapter to a limited number of recent applications of particular relevance
to ceramic materials. The first concerns the predictive role of the calcu-
lation in quantitative studies of defect processes; the second concerns the
applications of simulations in elucidating qualitative features of defect
processes to illustrate which we will highlight the work undertaken by
Oiller et al. (37) on radiation damage in NaCl. Thirdly, we shall
illustrate the success of MD simulations in yielding mechanistic features of
defect transport. Finally, we illustrate, by example, the potential role of
MC simulation in studying highly defective materials.

Restrictions of space prevents us from reviewing the valuable role of
calculations on surface impurities and defects and we refer the reader to
references (22-27).
4.1. Quantitative studies of defect parameters

The achievements here are best illustrated by the selection of results
presented in Table 2. For simple ionic materials such as NaC1 and CaF2,
calculations yield defect formation and migration energies that agree within
the expected error range with the results of the best experimental studies.
For ceramic materials, the paucity of accurate experimental data makes such
comparisons more difficult. Here, however, theory may be truly predictive.
MgO provides a good example. The calculated Schottky energy reported in
Table 2 is high compared with early experimental studies. More recent work
[see e.g. Wuensch (38) for a discussion] suggests a much more minor role for
intrinsically generated defects in this material, and indicates Schottky
energies more closely in accord with the experimental values.

The simulation studies of BaTiO2 are also instructive. Calculations (39)
indicated that in doping with high valence ions, for example, La (which
substitutes for Ba) or Nb (which substitutes for Ti) charge compensation
would be effected by the creation of vacancies at the TI sites. This pre-
diction, which at first seemed to be counter-intuitive has now received
strong support from experimental studies.
In achieving quantitative agreement between experimental and calculated

defect formation energies the inclusion of a detailed treatment of lattice
relaxation is essential. In ceramic materials, lattice relaxation energies
are large. In MgO, for example, values of 10 - 15 eV are typical for
vacancy defects. In materials such as UO, where ionic charges are higher,
even larger energies will be calculated.
To what extent is the quantitative success achieved in defect energy

calcuations also obtained in calculations of entropies? Both calculate and
experimental results are far less widely available for defect entropies.
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TABLE 2(a). Defect energy calculations for simple ionic materials (details
and references given in reference 43d; experimental data in brackets)

Crytal Process Calculated
Energy (eV)

NaCl Schottky pair formation 2.4-2.7 (2.3-2.7)

Cation vacancy

migration 0.66 (0.7-0.81

Car,) Anion Frenkel
pair formation 2.6-2.7 (2.6-2.7)

Anion vacancy
activation 0.35 (0.5-0.6)

Anion interstitial
activation 0.91 (0.9-1.0)

mgO Schottky pair 7.5-7.7 (5-7)

formation

Cation vacancy
activation 1.8-2.2 (2.0-2.3)

NiO Schottky pair
formation 6-7

Cation vacancy
activation 1.86 ( 1.5)

(a) Schottky (eV per defect) (b) Frenkel (eV per defect)
BaTi0 3  2.29 Oxygen 4.49
Ti02  2.90 Barium 5.94
BaO 2.58 Titanium 7.56

Nevertheless, where comparisons can be made the results are encouraging as
discussed by Harding in references (8) and (12).
4.2. Qualitative application of simulations
In illustrating this class of applications we take two examples from a

wide range of studies reported over the last ten years. The first relates
to ordering of extended defects; the second to the sequence of defect reac-
tions that occurs in irradiated alkali halides.

4.2.1. Ordering of extended defects. The ordering of shear planes, which
as noted in Section 1, form in ceramic non-stoichiometric oxides has proved
to be one of the most fascinating topics in the defect chemistry of inorga-
nic materials. Ordering with large repeat distance up to -100 A was shown
by high resolution electron microscopy studies. The origin of the effect
was unclear. Defect superce:7 calculations of Cormack et al. (40) on
ReO3-structured oxides, revealed a variation of the shear plane energy with
interplanar spacing as shown in Fig. 5. The interaction energy curve is
attractive hence giving rise to defect ordering. Moreover, analysis of the
results of the calculations showed that the attractive forces arise from a
constructive interference of the elastic strain fields of planar defects.
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FIGURE 5. Variation of shear plane energy with spacing between shear-planes
in ReO3 structured oxides.

4.2.2. Radiolysis of the alkali halides. It has long been known that
defects are created when alkali halide crystals are exposed to ionizing
radiation. In the 1970's there developed an increasing understanding of the
fundamental mechanisms of defect creation in those materials under irra-
diation. The role of calculations has been to illuminate the nature of the
subsequent reactions which follow the initial defect creation process. It
is well established that defects are products of the non-radiative decay of
excitons which are bound electron-hole pairs created by the ionizing
radiation. In the decay process which is discussed in detail by Stoneham
(41), a halogen atom is ejected from its lattice site and, via a favorable
collision sequence in the <110> direction, it comes to rest at a site that
is well separated from the corresponding vacancy. The latter, as it still
contains an electron, is an "F centre", whereas the interstitial atom binds
strongly to a halogen anion to fom an X.- halogen molecular species which
could be expected to occupy either a <110> or <111> structure as shown in
Fig. 6. Indeed, calculations show these structures to have very similar
energies, and the fact that the <110> is generally the favored configuration
is attributed to Its stabilization by a small degree of covalent bonding
with neighboring halide ions - a subtle feature that Is not readily included
in the simulations.
The major function of the simulation studies in this field has, however,

been to assist our understanding of the types of defect reaction undergone
by the H centre following its creation. To understand these we should first
appreciate that the H centre is a mobile species; only a small displacement
Is needed for one of the component halogen atoms to rebind to a neighboring
halide ion. H centres are therefore mobile at very low temperatures per-
mitting the following processes to occur.

(i) Trapping by impurities. Calculations (37) showed that, for example,
the H centre would be trapped by a Na+  impurity In KC1. The resulting
structure of the defect is shown in Fig. 7; the binding energy Is calculated
as ca. 0.8 eV. As discussed in refence (37), the configuration predicted by
calculations is in good agreement with that inferred from e.p.r. studies.

(ii) Dimerization in which initially H centres form pairs which are bound
loosely by the interaction of their elastic strain fields. For the most
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FIGURE 6. (a) The <110> H centre. (In this and the following figures, corners
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FIGURE 7. H centre adjacent to an Na+ Impurity in KC1. (The calculated
positions of the ions are shown.)
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strongly bound of such configurations in KC1, a binding energy of 0.15 eV
was calculated.

Simple chemical considerations would, however, suggest that this species
would be unstable and would be prone to collapse to yield a halogen molecu-
lar species. Again, calculations showed that such a process was, in
general, energetically favorable with the resulting X. molecule occuping a
pair of interstitial sites (see Fig. 8); and in KCl, this process was shown
to be favored by about 0.2 eV with respect to the di- H Centre.

(100

QQ Xa molecule
FIGURE 8. Interstitial X2 molecule.

(iv) Displacement by halogen molecules of lattice atoms to dislocation
loops. This reaction may be understood when we realize that halogen
molecules at interstitial sites (as shown in Fig. 8) will be highly
strained; and that this strain can be relieved by transferring the molecule
to a cation-anion vacancy complex as illustrated in Fig. 9. If the
di-vacancy/molecule complex were to be formed with displacement of lattice
ions to interstitial sites, the energy would be unfavorable. However,
displacement to a dislocation loop may occur in the interior of a crystal
and for sufficiently large loops is energetically equivalent to the accom-
modation of displaced ions at perfect lattice sites. Calculations show that
the latter process was energetically favored by 2.2 and 1.3 eV in NaCl and
KC1, respectively. We note that dislocation loops were observed in irra-
diated KC1 by Hobbs et al. (42)

Figure 10 presents a schematic representation of the several processes
which a combination of experiment and calculations have shown to be impor-
tant in irradiated alkali halides. We note that the F centres aggregate to
form metal colloids and that, at higher temperatures these colloids are
thought to anneal by reaction with the molecular halogen. The role of
calculations in this fascinating system has been to elucidate the energetic
feasibility of the various reactions that have been proposed.
4.3. Molecular dynamics simulation of ion transport mechanisms

The power of the MD techniques is perhaps most evident when it is used to
reveal the detailed mechanisms of ion migration in solids. In previous
reviews (5,43), we have described their use in studying atomic transport
mechanisms in several superionics including LiN and 0"-A1203. Here we will
describe a recent application to an intriguing F- ion conductor,
RbBiF, where MD studies of Cox (44,45) demonstrated the occurrence of highly
complex correlated migration mechanisms.
RbBiF, has, at higher temperatures, the fluorite structure (which can,

moreover, be quenched in at lower temperatures). The Rb and Bi ions are
distributed over the regular cation sites in the structure. There is no

i?4
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FIGURE 10. Radiation damage mechanisms and reactions in irradiated NaCl.
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long-range ordering of this cation, although diffuse neutron scattering
studies (44) suggested that there may be appreciable short-range order. For
simplicity, the MO simulations assume a random cation distribution in a
large simulation box containing about 800 ions.
The MD simulations revealed fast F- ion migration in accordance with the

observed superionic behavior of the material. Figure 11 shows plots of the
r.m.s. displacement of the ions vs time. The results were obtained for a
temperature of 450 K. The uppermost curve where diffusion is clearly
occurring refers to a BI/Rb ratio of 1; the middle curve to one of 1.5; and
the lower curve to the ordered structure formed when the ratio reaches 3:1,
where diffusion has ceased.

RMS Displacement vs Time
X18-1

13.

11

1T s
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rf

Time SX-12

FIGURE 11. Root mean square displacements of F- ions for various Rb/Bi
ratios in mixed Rb/Bt fluorides.
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Cox made several studies of individual ion trajectories. He found that F"
ion migration occurs via a correlated or interstitially mechanism in which
F- interstitials displace neighboring lattice ions into interstitial sites.
This is manifested by ion trajectories of the type shown in Fig. 12.

?However, far more complex correlated machanisms were revealed by the MD
simulations. Several F- Ions move together in a concerted manner as
illustrated in Fig. 13 which shows the trajectories of 3 F- ions over a
period of 10 ps. We note that correlated ionic motions have been
demonstrated in simulation studies of other superionics including L13N and
AgI.
4.4. Monte-Carlo simulation of ion transport in disordered materials

Extensive use has been made of the MC technique in simulating atomic
transport in alloys (46,47). Here we illustrate the role of the technique
by a recent application to oxygen transport in an oxygen-conducting ceramic
material, Y/CeO., which has received considerable attention owing to its
potential use as an electrolyte material in fuel cells.
CeO. again has the fluorite structure. It dissolves high concentrations

of Y.O. (and rare earth oxides). The trivalent cations substitute for the
host lattice ions. The lower valence means that the Y'Ce defects are nega-
tively charged and are compensated by oxygen vacancies. The latter are
mobile giving rise to rapid oxygen ion transport in the material.

We might expect that with increasing dopant (and hence vacancy) con-
centrations, there would be a corresponding increase in conductivity. This
is indeed observed at lower concentrations, but the simple prediction fails
dramatically at higher dopant concentrations as illustrated in Fig. 14,
where we note a marked decrease (by several orders of magnitude) of the con-
ductivity after a maximum of about 6 mole % Y (ref. 48).
The aim of our MC study (49) of the material was to test whether we could

reproduce and explain this remarkable effect. The MC simulation proceeded as
follows:
(i) A simulation box was defined and periodic boundary conditions were

applied, as with MD techniques. The box contained several thousand ions and
dopants were introduced at random on the cation sites.

(1i) Vacancies were introduced by abstracting atoms from a certain number
of sites, again at random.

(III) Next a vacancy was selected at random as was a corresponding jump
direction for the defect. The environment of the defect was examined and
the jump frequency, Wj, obtained. Previous static lattice calculations had
estimated activation energies for all possible dopant distributions in the
first neighbor cation shell. Activation energies could therefore be calcu-
lated for each environment using the Arrhenius expression. To ensure maxi-
mum efficiency of the simulation, all jump frequencies were scaled so that
the maximum value was unity.
(iv) A random number, R, in the range 0 to 1 was generated, and the value

of the number compared with W1. If R < W1 the jump was deemed to be success-
ful; if R > Wj it was considered unsuccessful. This procedure effectively
weights the probability of a jump according to its frequency.

(v) The procedures in steps 3 and 4 above were repeated several thousand
times. In the initial stages of the simulation the system is equilibrated
as In MD simulations. After equilibration the successive configurations
generated by the simulation were used to follow the process of defect migra-
tion.

The results of the MC calculations are shown diagramatically in Fig. 15.
Qualitatively the comparison between theory and experiment is satisfactory.
The calculations reproduce the observed maximum in the conductivity at
about the right dopant concentration. The quantitative agreement is less

£.
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FIGURE 12. Trajectory of migrating ion in RbBiF,. Lattice ions are at cor-
ners of cube. Interstitial sites are In centre.

I
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satisfactory, but is almost certainly as good as can be achieved with the
present simple model. Possibly of greater interest has been the insight
yielded by the simulations Into the physical basis of the decrease in con-
ductivity at high dopant concentrations. This is caused by the increasing
proportion of unprofitable vacancy jumps, i.e. jumps which do not effect
bulk transport of the oxygen, but which lead to, for example, vacancies
jumping around dopant ions or back and forth between a pair of oxygen sites.

Further, more detailed calculations are needed on this intriguing system;
but the present study indicates the value of the MC approach in studying
transport in highly defective materials.

44mm gUii • -m• t•I i nji
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5. SUMMARY AND CONCLUSION
This chapter has discussed both the diversity of defect properties of

ceramics, and the way in which these can be investigated by current computer
modelling techniques. It should also be clear that the latter techniques
could have a substantial role in the study of radiation damage in these
materials. Study of the defect reactions which follow the initial damage
process Is one obvious area. But other applications such as a direct MD
simulation of the displacement cascade caused by an implanted ion can be
envisaged. Computer modelling of ion implanted ceramics is clearly an
exciting topic for the future.
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DISORDER, RANDOMNESS, AND AMORPHOUS PHASES
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1. INTRODUCTION
Ordered solids are experimentally well-characterized, and unified theore-

tical models for structure as well as for transport and relaxation processes
are available. However, a unified picture for disordered solids is not yet
available due to the lacking of general unified theoretical concepts, like
Bloch's theorem for regular lattices. In this paper, we will describe the
amorphous state, focusing attention on possible general criteria which
define the amorphous state. These criteria are both microscopic with nature
as, for example, the pair correlation function, and macroscopic in nature
like the thermodynamical aspects of the liquid-amorphous phase transition.
The main features that emerge from experimental investigations of structural
relations in glasses will be presented, and emphasis will be placed upon
low-frequency excitations whose nature is quite obscure. Transport proper-
ties of glasses (both atomic and electronic) will also be analyzed. As to
atomic transport, we will address the theoretical models which try to
explain ionic motion in disordered solids through cooperative atomic
rearrangeent. Theoretical models to describe transport that are derived
from general thermodynamical principles are presented. These models also
include correlation effects. As to the electronic transport, we will simply
discuss the effect of the disorder in inducing localization on otherwise
extended electronic states. Some concepts of the percolation theory will be
illustrated.

2. DISORDER
An ordered system may be considered as a system where any observable quan-

tity is periodic, according to the formal mathematical property:

F(r) . F(r + ai) , (1)

where r is any position vector and ai are the Bravais lattice vectors. The
transition from a regular to a disordered system destroys such relationship;
that is, some physical properties are not invariant under translation.
However, some observable quantities, for example the spin "averaged"
electron density in magnetic structures, maintain relation (1) if the
"local" spin operator value changes from site to site.
Obviously, it Is necessary to define better the concept of disorder and we

consider two possible situations: topological disorder and continuous
disorder. Topological disorder Is a physical situation where the relation
F(r + Ri) z F(r) holds for values of Ir I< rc [see Fig. 1(b)]. If this con-
dition Is not satisfied, continuum disorder occurs. Such concepts are
clarified in Fig. 1. All dtrect observational evidence about the atomic
arrangement in condensed matter is contained in the pair distribution
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_FIGURE 1. (a) Lattice order, (b) topological
disorder, and (c) continuum disorder. [After

EZiman (1)).

(Al

function g(rl,r 2). The g(r1 ,r,)dV~dV2 is the probability of finding an atom
centered on the point r, in the volume dV,, and an atom at r, in the volume
dV2. If we assume that our sample is statistically homogeneous, the average
density of atoms per unit volume must be constant, and the g(rl,r 2) function
depends only on the relative vector separation r,2 of points 1 and 2:
g(r,,r,) = g(r12 ). Obviously for a perfect crystal r.2 corresponds to a
Bravais lattice vector,

g(r1,) = n-
1 6(r,, - ai)

where n is the average density of atoms and 6 the delta function.
Such concepts are illustrated in Fig. 2 for an Ideal microcrystalline

system. The introduction of the thermal atomic vibration modifies the g
function as shown in Fig. 3.
The main features of the g(r) function shown in Fig. 3 are the following:

it is zero for a distance equal to the hard-core distance of an atom and
then rises to a peak at a distance Ro, corresponding to the radius of the
first coordination shell of atoms.
The area under this peak

z = f g(r) 4wr2dr

is the coordination number of the structure, that is, the number of the
nearest neighbors. Similarly the next peaks come from the second, third...
coordination shell of next-neighbors. The peak broadening is due to the
disorder (thermal, structural, ...) but the coordination number is not pre-
cisely defined and the peaks broaden and merge. When g(r) 1 1, such quan-
tities become lost in the continuum background. In this context, it is
convenient to introduce the total correlation function h(r) which defines
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Ist coordination shell

2nd cordination
g (R) shell

1Continuum
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g (R)

(hI

FIGURE 2. Pair distribution function FIGURE 3. "Features" of the pair
for (a) ideal and (b) thermally distribution function for an
broadened microcrystalline assembly. amorphous solid. [After Zimpn (1)].
[After Ziman (1)].

the extent of local variation from statistical uniformity about any given
atom of material: h(r) = g(r) - 1. The range of order, rc, is empirically
defined as a distance such that h(r) = o forl r I> rc.

The radial distribution function, obtained by neutron scattering, of
PdgoSt20 glass is shown in Fig. 4. The first peak splits into two sub-peaks
A and B (at rA = 2.4 A and rB = 2.8 A) and the second peak presents three
small humps. The sub-peak A is due to the Si-Pd pair correlation subjected
to the strong chemical bond, while the sub-peak B is almost entirely due to
the Pd-Pd pair correlation. This is confirmed by a comparison between the
Pd,,Si, glass and the Pd.Si crystalline compound. It is interesting to
observe that the first peak splitting is not evident in the pair distri-
bution function of liquid Pd,,S12, (see Fig. 5), although a slight hump
appears in the position corresponding to the Si-Pd pair correlation of
PdsOSi2 o glass. The chemical short-range structure of Pd1OSi2 O alloys is
essentially identical in the crystal, glass, and liquid states.
A variety of structural models, both conceptual and physical, have been

proposed to describe the structure of amorphous solids. The general
features of the radial distribution function arise quite naturally from the
models. The structure of amorphous metals, ionic solids and molecular orga-
nic solids (and also some liquids) which are characterized by non-
directional forces, can be described in terms of "dense random packing"
(DRP) of hard spheres (3). More recently, for the structure of amorphous
transition metal - metalloid alloys, Gaskell (4) proposed a model based on
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FIGURE 4. (a) Radial distribution FIGURE 5. Pair distribution function
function of Pdoi. alloy glass of Pd.HS , alloy glass at room
and (b) schematic crystal structure temperature and liquid at 9800C.
of PdSi orthorhombic-type compound. [After Suzuki (2)].
[After Suzuki (2)].

random packing of trigonal prisms. Non-metallic materials (excluding ionic
solids) which possess covalent, directional bonds are often described in
terms of a continuous random network (CRN). However, the g(r) arising from
these models, exhibits characteristics that are not inconsistent with hot
solid or perturbed microcrystal disorder. Discrimination on the basis of
the observable features of g(r) is very uncertain. The distinction between
amorphous solids and paracrystalline systems may be obtained by considering
some physical properties that present a more critical dependence on the sta-
tistical characteristics than does the pair correlation function.

3. THERMODYNAMICS OF GLASS TRANSITION
First of all, we want to recall the meaning of the order of a transition.

Following the Ehrenfest scheme, the order of a transition is the order of
the lowest derivative of the Gibbs free energy which shows a discontinuity
at the transition point.

When a liquid Is cooled, one of two events is observed: crystallization
or glass formation (although some intermediate metastable states could be
present in some particular solidification processes).
The two extreme possibilities (amorphous or crystalline) can be evidenced

by analyzing the specific volume, V, (or other thermodynamical variables
such as entropy or enthalpy) as a function of temperature. A schematic
illustration is shown in Fig. 6. If the melt crystallizes on cooling, the
transition is characterized by a discontinuity, AV, at the melting point,
Tm. Such a marked change does not occur if the melt "supercools". Glass
formation is evidenced by a gradual change in slope of V versus T. Since
the transition to the glass is continuous, the glass transition temperature,
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Liquid FIGURE 6. Schematic illustration of the

_ Supercooled relation between glassy, liquid, and solid
liquid, states: variation of specific volume with

temperature. Tm is the melting and Tg the
la glass-transition temperature. [After

Mazzoldi and Arnold (5)].
SCrystal i

TEMPERATURE

Tg, cannot be defined for any particular glass and the term "transformation
range" is used more than "transformation temperature". A "fictive" tem-
perature, Tf is introduced, which is defined as that specific temperature
obtained by the intersection of the extrapolated liquid and glass curves.
At some temperature T below T , the glass structure reaches a metastable
equilibrium configuration, whch has a lower free energy than that of other
liquid-like configurations. The lowest possible free energy is that of the
crystalline material. The transition to the crystalline configuration from
the liquid-like glass structure, at a temperature lower than Tf, occurs at
an infinitely slow rate. Tg depends on the cooling rate, q, of the super-
cooled liquid; an expression for it can be derived using the free-volume
theory and this is

q = qo exp [-1/c (1/Tg - 1/Tm)]

where c is a constant (= 3 x 10-5) and qo a term which depends on the glass
composition (for chalcogenide glasses, e.g., Se, qo - 1023 Ks-1 ; AsS3
qo = 10' Ks-1). At Tg (Fig. 6) a discontinuity is present in derivative
variables such as thermal expansion coefficient [aT = (6 in V/6T)]p, bulk
compressibility [KT = -(S in V/6P)TJ and heat capacity at constant pressure
[Cp = T (SI6T)p ]. From this point of view, one could expect that the glass
transition is of the second order. Consequently, the first-order extensive
thermodynamic variables are continuous at the transition. However, let us
prove that the liquid amorphous phase transition is not second order.
Indeed the entropies of liquid (1) and glass (2) must be equal at the tran-
sition: S, - S. and also dS, - dS, for changes in temperature or pressure.
In particular:

(P- dT + cl~ Pz (-I2 dT+(-1dP
&T)p \&P,/. \Tp 6-

IR H i m • gi d H • |I ! |i
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Using some Maxwell's thermodynamics relations, we obtain for the shifts in
transition temperature with pressure

dTg &Aa

TV i (3)
dP p

and

dTg AK-t
= '- "(4)

dP Aaj

The experimental data concerning Aat, ACp, and AKT at the glass transition
are in agreement (within the experimental errors) with the relation (3), but
the values of (AKt/Aat) are generally appreciably higher than those of
(dTg/dP) (Eq. 4). This fact proves that the glass transition is not a
simple second-order phase transition.
To conclude, we want to emphasize that Prigogine and Defay (6) showed that

the ratio

AKT AC
R TV (AQZ)2

is equal to unity if a simple ordering parameter determines the position of
equilibrium in a relaxing system, but if more than one ordering parameter is
responsible (as occurs in most glasses) then R > 1.
After these general considerations on the structure and thermodynamic

features of a glass, we want now to consider the concept of a defect in an
amorphous state.

4. DEFECTS IN AMORPHOUS SOLIDS
The concept of a defect in the structure of an amorphous solid might

appear at first sight to be strange. We can introduce the concept of a
defect in an amorphous state, if any given defect is defined with reference
to some non-defective state. For non-crystalline solid, we have to consider
an "ideal" amorphous structure as, for example, CRN for a covalent system,
or a DRP of hard spheres for a metal.
We will now discuss some important defects which may be present in

amorphous materials (3).
4.1. Dangling bond
This point defect is due to a broken or unsatisfied bond in a covalent

solid. Such type of defect has no meaning in a solid formed from non-
directional bonds, such as a metal, ionic salt or a rare gas. A single
dangling bond normally contains one electron, is electrically neutral and is
amphoteric. The electron occupancy can change in some particular con-
ditions, and thus change the charge state of the center.

An isolated dangling bond cannot be present in a crystalline solid where
crystallographic constraints preclude it. A simple molecular orbital pic-
ture may give the energy levels for electron states associated with an iso-
lated dangling bond. The formation of a charged dangling bond is determined
by electron-phonon interaction.
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4.2. Vacancy
An atomic vacancy is the most simple form of structural defect in

amorphous materials. Such a defect in covalent solids also contains a
number of dangling bonds. Vacancies may occur either singly as monovacan-
cies or as divacancies, clusters, etc. The vacancies may possess a variety
of electron occupancies and hence charge states.
An example of a vacancy center in an amorphous system is the so-called

"E'-center" produced in vitreous SiO. by x-ray, y-ray or energetic particle
irradiation. The E'-center may be described as an oxygen vacancy opposite
an electron in a dangling Si sp3 orbital (see Fig. 7). This atom displace-
ment may occur through radiolytic processes. The energy required to create
an electron-hole pair (about 9 eV in a-SiO.), if converted to atomic motion
through non-radioactive recombination, would be sufficient to overcome the
Si-O bond strength of about 4.5 eV if concentrated at a single network site.
The radiolytically displaced oxygen forms a new bond with a near-neighbor
oxygen. This defect can also be formed by hole trapping at the Si-Si bond
formed after the displacement of the bridging oxygen to a distant site due
to collisional processes either by ions or other energetic particles. Hole
trapping occurs at the Si-Si bond in the same manner as in the first example
[Fig. 7(a)). The formation of E'-like centers at low temperature where ato-
mic, H, can migrate in fused silica is shown in Fig. 7(b). The growth of
this defect requires the existence of a 3-coordinated Si precursor defect.
The trapping of two electrons in an oxygen vacancy, i.e. a Si-V-Si con-
figuration determines the formation of a non-paramagnetic defect called a
B2-center with an optical absorption band at 5.0 eV.
4.3. Density defects

Density defects are determined by an aggregate of a non-fixed number of
vacancies (voids < 100 A) or fluctuations in density (or free volume) which
may be regarded as a vacancy distribution throughout the material.

The implication of density fluctuations on the diffusion mechanism in
amorphous materials will be discussed in a following section.

Models which introduce a generalized form of dislocations in amorphous
phase have been presented by many authors (3). However, the free-volume
theory accounts for the morphology introduced by the dislocation concept.
An additional type of line defect, associated with rotations, has been pro-
posed and termed "disclination".

5. RELAXATION IN AMORPHOUS MATERIALS
Relaxation is defined as the approach to equilibrium of a system driven

out of equilibrium by a perturbation (7). For an arbitrary time-dependence
of the force X(t) (electric field, shear stress, and pressure) or constraint
Y(t) (polarization or surface charge, shear strain, and volume) the response
of the system is given by

t
dX(t')

Y(t) =O d-T--(t - t')dt' (5)

and

t
dY(t')X(t) f *(t -t')dt' (6)

0
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FIGURE 7. Model for the E' center in a-S1O 2:(a) Center generated by radiolytic processes

'p ] by interaction of 3-coordinated Si with
06 +.HO- + W migrant atomic H; (c) center formed by

collisional-energy displacement of 0 to form
vacancy. [After ref. (5)].

+ 0

Equations (5) and (6) are mathematical expressions of Boltzmann's super-
position principle that is applied to systems with linear responses or whose
responses can be linearized. Linearity implies that response functions are
unaffected by the level of force or constraint.
Before using Eqs. (5) and (6) for a particular problem (polarization due

to an electric field), we want to comment on the function f(t), i.e. the
relaxation function.
It is considered to be well-established that the relaxation function 0(t)

[as well as the retardation function *(t)] can be represented by the frac-
tional exponential function #(t) - exp - (t/i)b, where T is the relaxation
time and b is a constant, essentially temperature-independent. Such a func-
tion is called the Kohlrausch-Williams-Watts function. This function, even
if it is not sufficiently supported by "ab initio" models, has been used suc-
cessfully to describe dielectric, mechanical, structural and other kinds of
relaxation. In many systems, T shows an Arrhenius behavior given by the
expression t = to exp (U/kBT) where U is an activation energy.
We want now to describe, by using Eq. (5), the electric field-induced

polarization in amorphous materials.
Let us establish an analytical expression for e"l(w), the imaginary part

of the dielectric constant. The dependence of the absorption current on
time, following Eq. (5) is represented by the integral (with b -I in the
relaxation function)

t dE t -dt'
JMt - g dt-e.(7

In the simplest case, when the field is sinusoidal, i.e.

E - Em ei
f t

integration of Eq. (7) gives the expression

iIN m i m l
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Jt g eiwt E+ig Wt et E (8)

The first term in the r.h.s. of Eq. (8) is in phase with the applied
voltage and is known as the active component of the absorption current. The
second term in r.h.s. of Eq. (8) is the current which leads the voltage by a
phase angle iT/2 and is the reactive (capacitative) component of the
current. Now taking into account, the well-known relationship between capa-
citance and current and voltage amplitudes, it is easy to derive from the
two terms in the r.h.s. of Eq. (8) the two relations:

cr - 41g (9)

cc,= 41g .W-0 (10)

Taking into account the phase shift of w12 between Er and ca [similar to
the phase shift between the first and second term in the r.h.s. of Eq. (8)]
and using the symbols Er = El, cc, e, we can write the permittivity, due to
a slowly established polarization, as a complex quantity:

e* - e' - ie'" (11)

The frequency dependences of el and Ell are given by the functions
1/(1 + W212) and wi/(1 + wtx2). These functions are shown graphically in
Fig. 8.
In the following, we present a simple application of Eq. (10) to reproduce

E"l(w) in a 30 Na.0-70 Si0 2 glass at low frequency (m 10
-3 Hz). Dielectric

losses in this region of very low frequencies are attributed to polarization
and relaxation of non-bridging oxygen-alkali metal complexes. It is
generally assumed that in a glass (and this fact is a genuine feature of a
disordered solid) many relaxation times, t, operate in the presence of a
disturbing force at a frequency, w. Thus, Eq. (10) is usually written:

no J - - f(t)dtn, (12)

2EokB 0 1T+(12)

where no is the number density of non-bridging oxygen-alkali metal ion
complexes, 6 is the distance between the two positions of the alkali-ion
involved In the polarization process, and f(y) is a weighting function which
gives the relative strength of a process with relaxation time, i. In Fig. 9
we show along with the experimental points the theoretical curve obtained by
Eq. (12) putting 6 - 2.3 A (the average distance between two non-bridging
oxygens) and writing f(i)l, as the sum of three equiprobable
contributions (8).

L&

4
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6. EFFECT OF DISORDER IN THE TRANSPORT PROCESSES
6.1. Atomic diffusion

Many important properties of disordered solids are activation-type lattice
processes, which, unlike electronic processes, have begun to be studied only
in the last few years. From the available experimental results concerning
these processes some general aspects emerge:
(1) The diffusion coefficients in disordered solids are considerably

higher than in crystalline structures.
(2) There are indications that the activation energy does not follow the

Arrhenius form.
(3) The diffusion properties are usually very sensitive to structural

relaxation processes in disordered solids.
Disordered solids, such as amorphous semiconductors, amorphous magnetic

materials, metallic and non-metallic aloys, have quite different properties.
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However, if we consider the behavior of atomic particles, possible common
features may be observed. These are due to the absence of periodicity in
the spacial configuration of atoms and to the presence of a random component
In the dependence of the potential energy, E(r), of the system on distance.
Hence, in contrast to crystals, where the activation energy, Ec, for the
diffusion jump is constant, there is a distribution of barriers in disor-
dered solids. It is therefore reasonable to refer to the probability that
the atom has an energy in the range of E to E + dE. As a consequence, the
atomic diffusion coefficient in a disordered solid may be written as:

D = Do exp (-<E>/kBT) , (13)

where Do is the pre-exponential factor which is independent of <E>, T is the
absolute temperature, and <E> is the approximately averaged activation
energy.

As an example, let us analyze Eq. (13). looking at the experimental
results for the Ag'1 diffusion coefficient in amorphous Pd-19 at. % Si.
In Fig. 10 we show the Arrhenius plot of the Ag11 experimental diffusion

coefficient (9). Do is 2"10- cm'/sec and <E> = 1.3 eV.
Due to the supercooled nature of the amorphous alloy specimens, the para-

meters for diffusion may be expected to follow the pattern:

<E,> < <Ea> < <Ec> and Doa < Do- < <Do c ,

where the a,c,1 refer to the amorphous, crystalline, and liquid phases,
respectively<

An inspection of literature concerning diffusivity data both in liquid and
solid crystals leads to the conclusion that the values of Doa and <Ea> of
Fig. 10 define the regime of diffusion in the amorphous metallic alloys as
different from the liquid and crystalline solid phases.
It is instructive to examine the measured diffusion parameters in the

light of the state of the atomic packing in the metallic amorphous phases.
A dense random packing (DRP) model is now generally acceptable for amorphous
metallic alloys. The structure of an amorphous alloy is visualized as ran-
dom packing of the metal atoms analogous to the hard-sphere packing of
Bernal (4) with the metalloid species filling in the larger voids.

The space filling may be described by a high density of tetrahedra and a
lower concentration of larger voids.
According to the above model, the diffusion of the Ag tracer in the

Pd-19 at. % Si amorphous alloy may occur in more than one manner:
(1) Interstitially if the larger voids are interconnected to some degree.
(2) Through a cooperative process involving an unspecified number of atoms

utilizing the larger fraction of tetrahedral voids available in the DRP.
The interstitial process Is unlikely since the void concentration is

expected to be small, as evidenced by only a small density difference between
crystalline and amorphous state of the alloy; as a consequence, voids cannot
be easily interconnected to allow diffusion.
In the cooperative process, an atomic volume, equivalent to a vacancy in

the crystalline structure, may be distributed among a cluster of atoms while
retaining some sort of short-range order.
Thermal vibrations, below the glass transition temperature redistribute

the free space in the DRP model, thereby, occasionally permitting atomic
diffusion to occur whenever an atom finds itself adjacent to an "embryonic
vacancy" which of course would be transient; the probability of its
occurrence is rather small and the attempted atomic interchanges may be
largely unsuccessful. In other words, diffusion would be highly correlated,

iri
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as in the free-volume model by Turnbull and Cohen (10), with an effective
frequency much smaller than the normal Debye atomic frequency, thus,
lowering Doc by orders of magnitude. The precise value of Doa would depend
on the number of atoms involved in the cluster, the thermal vibrations, and
the availability of the free space; energetically, the diffusion process
would be easier in view of the larger atomic packing in the amorphous phase
and a relaxed state of the saddle point through which atomic jumps are made.
6.2. Electron conductivity
The presence of topological (or other) disorder in an "ideal" random

structure affects the electronic states in a variety of ways, as "tailing"
of states into the gap at the band edges due to fluctuations in short-range
order or chemical disorder. Disorder in the potentials experienced by the
electrons determines spatially electron confinement to the vicinity of a
single atomic site ("localized" states). Before discussing the localiza-
tion, we will give some criteria to establish if the electron is localized
or not. Three main criteria for localization have been established (3).
(i) Absence of electron diffusion at T -O. If an electron is placed in

an atomic site at the time ta 0, the state is considered localized if as
t 4 - the electron presents a finite probability proportional to e-2ar (a is
the localization probability) of remaining at distance, r, from the initial
point, i.e. the electron has not diffused away. On the contrary the state
is delocalized or extended if there is a finite chance of diffusion at
T - 0.
(ii) The energy levels of the localized states are insensitive to boundary

conditions.
(iii) A state is localized if the participation number P tends to zero,

whereas, P has a finite value for an extended state. The participation
number P is connected to the number of sites over which a localized wave-
function has significant amplitude, P [ Xi*i 1 2/jZ1i "I-
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We will discuss in detail the localization problem in one dimension, con-
sidering that, in this case, the effect of the disorder appears clearer.
Some considerations of two- and three-dimension systems will also be
reported.

Let us consider a metal wire, with a cross-sectional area, A, and length,
L, which contains disorder in comparison with the bulk material and with a
finite conductivity at T a 0.
An electron wave-packet which diffuses along the length of the wire, does

not depend on the boundary for the time, At, it takes to travel the wire
length. On the basis of the uncertainty principle, the energy levels can be
shifted only by an amount AE - h/At - hD/L2 , where 0 is the electron dif-
fusion constant.
Through the Einstein relation, we obtain the conductivity o:

-D ), (14)

where dn/dE is the density of states per unit volume and so

A-f% dE (15)

where dE/dN is the average spacing between energy levels and R the wire
resistance. If the energy shift, AE, due to a change in boundary con-
ditions, is much less than the energy spacing, criterion (ii) for localiza-
tion of states is satisfied. As a consequence, the resistance should
increase much faster with increasing length than the expected linear depen-
dence. Such a condition is satisfied if Rc >> h/e2 -5 kQ. The localiza-
tion length of the system is related to this resistance value. Recent
work (12), considering instead of the diffusion time, the time between ine-
lastic collisions, raised this critical resistance value to 36.5 ko.
Anderson et al. (11) proposed in 1980 that in one dimension the resistance

should scale according to

R(L) = l(){exp (oL) - 1, (16)

where a-' is the localization length and L the length of wire at T = 0, or
the distance between inelastic collisions at finite temperature.
Following the Anderson approach, the extra resistance associated with the

localization should be inversely proportional to the cross sectional area A,
of wire. Figure 11 shows the resistance as function of A-', at different
temperatures, for Au-Pd alloy wires of several hundreds Angstrom diameter
and a few micrometers in length.
In the case of two or three dimensions a variety of techniques, both

numerical and analytical, have been developed. We report only the
Anderson (13) work where the following simple tight-binding Hamiltonian is
considered:

H - lei I i><i I+ XiJ I i> jI (17)

The basis states li> are located on the sites of a periodic lattice and are
coupled by constant nearest-neighbor interactions V.

I
I
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The disorder is introduced in the form of random site energies, ei , termed
"diagonal disorder". The ei are taken to be uniformly distributed over acertain energy width W: P() = 1/W, J £ J<w/2or P() = , I £ J>W/2, as indi-

cated in Fig. 12.
The localization condition depends essentially on the competition between

the two terms in the Hamiltonian. The first, in isolation, produces a loca-
lized state, whereas the second produced an extended state. The value of
the ratio W/V decides which of these two effects Is dominant.

Figure 13 shows wavefunction amplitudes for the Anderson model on a square
lattice.

7. THERMODYNAMICAL APPROACH TO IONIC TRANSPORT IN GLASSES
In dielectric solids containing mobile ionic species (e.g. silicate

glasses containing alkali metal ions) electrical currents are primarily due
to ionic transport.
Many carriers are generally involved in the transport processes in

glasses. These include ions, electrons, charged defects, phonons and pho-
tons. According to the Curie principle, transport processes of the same
rank are coupled, i.e. the flux of each carrier Is affected by the potential
gradient of all the independent fluxes.

Let us consider a system having two independent charged species, ij, and
a dependent species, R, in the presence of a uniform temperature, T, distri-
bution and an electric field. The fluxes of I and j species have the
following general expression:

_(L11 Lij>( i - )lr)/T'

Jj \Lji Ljj)\A(j lT (18)

where p is the electrochemical potenital defined as
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4) N( FIGURE 12. Representation of the potential
wells (a) for a crystalline lattice, (b) in

/ the Anderson model, and the density of states
expected for a tight-binding model. [After

() E) Elliott (3)].

FIGURE 13. Wavefunction amplitudes
Wfor the Anderson model on a square

lattice, showing (a) extended and
(b) localized states. [After
Elliott (3)].

P= + q§ (19)

p is the chemical potential, q the charge of the carrier, and 0 the electric
potential in which the charges migrate.

The matrix of L's coefficients (the phenomenological parameters which con-
nect fluxes and forces) is required to be symmetric according to Onsager's
reciprocal relations, since we utilize independent fluxes and potentials.

By use of the Gibbs-Duhem relation, the quantity 'R may be eliminated in
Eq. (18). Moreover since the independent species are i and J (ni and nj
being their atomic concentrations), the chemical potential may be written as
pi= pi (nl,nj) and
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3"TI 7+j) T) Vj '7 (20)

A similar expression holds for dlij/dx.
Putting relation 20 In Eq. (18), the continuity equations for ni and nj

become (after an appropriate arrangement of the terms):
Sni (/82nt'i"\J ("x
s-i = Dii t -+ Dij L -' A-)- ui (nlE)

V' ' _(21)

= jj (----) + Dji(8-..--)- uj (nJE)

where D are diffusion coefficients, and u = mobilities.
Following a calculation scheme similar to that through which Eq. (21) has

been obtained, an expression for ionic conductivity may be derived, namely:

LII Ljj LIj
o = T qi2 + - qj2 + qiqj 2 -r = 01 + oj + 2oij (22)

In the following we show an application both of Eq. (21) and of Eq. (22).
During electron irradiation of soda-lime glasses in Auger-electron spectro-
scopy (AES) experiments at low electron energy, the Auger Na signal decreases
while the Ca signal increases. The Na depletion in the first few surface
layers is accompanied by an accumulation at a depth roughly corresponding to
the electron range. Such an effect has been satisfactorily described by
integration of the continuity equation for the ordinary and electric field
(due to charged particle irradiation) assisted diffusion processes. Such an
approach cannot explain the "anomalous" increase of the Ca AES signal during
the electron irradiation. Indeed Ca2+ migrates, in this case, against the
electric field direction. Nevertheless continuity equations, (Eqs. 21)
including correlation effects, applied to Na and Ca species (indicated by
i,j in subscripts), reproduce satisfactorily the experimental results.
In Fig. 14(a) we show the experimental and calculated LMM Auger signals of

K and Ca during the AES of K-Ca glass. In Fig. 14(b) we report the experi-
mental and calculated LMM Auger signals for the Ca element during AES of
Na-Ca glass. The full lines are the calculated Auger signals which include
the mean free path of the Auger electrons.
The experimental LMM Auger signal of Na has not been reported because of

very fast signal decay while in the calculation the constant parameters of
Eq. (21) were chosen in such a way as to determine the experimental disap-
pearance of the Na signal in a time interval less than 1 min. The calcu-
lated DII and Djj diffusion constants are some orders of magnitude greater
than those expected for ordinary processes in glasses of similar com-
position, indicating an enhanced diffusion process during irradiation due to
the breaking of the electronic bonds.
A value Di 0 is obtained, indicating that the Ca migration does not

influence the alkali diffusion. The Dji value, which determines the
influence of Na migration on Ca diffusion, is of the same order of magnitude
as Dii and Djj.



43

20'K,0 10'CaO 70Si0, 20NaO 10Ca0 70 Si0,
COR. aW I 10 I&A

E a 1=5 KeV0

IRRcNI~ 00 000 Ca

00

00.0 0111 0 @a
0 0hu 

-

IRRADIATION TIME (min)

FIGURE 14. Experimental and calculated alkali and calcium Auger peak
heights as function of electron bombardment time (14).

Equation (22) has been applied to the analysis of the mixed-alkali effect
in the electrical conductivity of mixed-alkali silicate glasses. The con-
ductivity is observed to fall rapidly upon small additions of foreign alkali
to each single-alkali glass without important structural changes. An expo-
nential scaling behavior of ol and oj (the conductivity of single-alkali
species) as a function of their concentration has been introduced, as
observed in single alkali silicate glasses (15). oij, which is determined
only by two-temperature independent-free parameters, describes the i-j
interaction. In Fig. 15 we show the experimental and calculated values of
ionic conductivity for a Na2O-K2O-SiO, glass as a function of temperature
(the molar contents of alkali oxides is 24%). The dashed lines represent
the theoretical curves calculated from Eq. (22) and utilizing a best-fit
procedure. Figure 16 shows the Arrhenlus plot of olj.
This theoretical approach has also been applied to a large number of mixed

alkali glasses with a good agreement between experimental and calculated
values of the conductivity (17).

8. ASPECTS OF PERCOLATION THEORY
Percolation arguments play a varied and significant part in the discussion

of many properties of disordered systems. Here we will only emphasize that
percolation arguments may prove the Anderson's localization criteria. Let
us stress, first of all, some concepts pertinent to percolation theory by
quoting the site percolation problem of classical probability theory:
"atoms" are distributed at random on the sites of a regular lattice in such
a way that any given site has a probability, p, of occupation; what is the
probability, P(p), that a given atom belongs to an infinite cluster? In
Fig. 17(a) we illustrate the site problem (on square lattice) with no per-
colation path crossing this block (p = 0.5) and in Fig. 17(b) we illustrate
the site problem showing a percolation path (p = 0.6). The counterpart of
the site percolation problem is the bond percolation problem defined as
follows: imagine each site of the lattice to be occupied and lines drawn
(random) between neighboring lattice sites. Then each line can be an open
bond with probability, p, or a closed bond with probability (1-p).

iII
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The companion problem of bond percolation applies to a lattice where a
fraction, p, of the "bonds" are favorable (i.e. open to traversal, not
blocked, etc.). The function, P(p), then refers to the probability that a
given favorable bond is part of an infinite cluster linked by such a bond.
For all the physical models In which physicists are generally interested, it
can be shown that the above definition of the percolation probability func-
tion P(p) is equivalent to definition derived from other concepts such as
the existence of connected favorable paths extending from one boundary to
another o-1 an infinitely thick specimen. The fundamental theorem of per-
colation theory proves that the percolation probability P(p) is of measure
zero for p < Pc where the critical concentraiton Pc is characteristic of the
lattice type.
Given these preliminary concepts pertinent to the general percolation

theory, let us briefly illustrate how with percolation arguments the
Anderson's localization criteria for electronic transport may be derived.
Indeed we may say that an electron of energy, e, cannot easily pass through
a site whose "atomic" level ce differs from c by more than say V. Out of
the whole range W of the disorder potential only a fraction p = 2V/W of the
lattice sites may be deemed favorable. From the point of view of the
electron, therefore, we have a percolation problem; the electron will be
localized if, of course:

P < Pc Z 1/z

(where z is the atomic coordination number) and so V/W = 112z, i.e. a loca-
lization condition which is not very far from that quoted above. This is
only a simple example of how percolation concepts are powerful (and elegant
too) in a physics context.
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THE DISPLACEMENT CASCADE IN SOLIDS
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1. INTRODUCTION
The displacement cascade in a solid occurs when an atom in the material is displaced from

its site by an incident damaging particle and moves through the material producing additional
displacements. This process is of central importance in the study of radiation effects in solids.
The use of ion beams to modify the near-surface regions of materials is an important area of
research and technology where knowledge of the displacement cascade is required for a broad
range of ion irradiation parameters and technologically important and complex materials. In
general we use a displacement cascade model to calculate an exposure parameter such as
displacements per atom (dpa) as a method of comparing different irradiations and as a
radiation-induced defect source term in modeling the effects of the irradiation.

The displacement cascade in monatomic materials has received the most extensive study.
The majority of these investigations have employed some variant of the binary collision
approximation. The early and influential work of Kinchin and Pease (1,2) used this ap-
proximation to calculate the number of displacements produced in a collision cascade of
hard spheres. This study formed the basis for much subsequent work, and the most widely
accepted method currently used to estimate numbers of displacements is a modified form
of their original result (3). Computer-based methods have allowed the inclusion of realistic
crystal lattice structure, temperature, and other properties of the material under study. These
calculation methods have advanced our fundamental understanding of the displacement cas-
cade. They have also permitted calculations that include geometries and conditions important
in ion beam modification of materials.

The more general case of displacement cascades in polyatomic materials, those consisting
of two or more elements, has received much less study. These materials, which are more
representative of the class of materials used in application, introduce many new parameters
into the problem including elemental composition, material stoichiometry, complex crystal
structure, bonding type (for example, metal, ionic, covalent), and additional types of defects.
The majority of authors who have investigated this problem have restricted their studies
to limited values of the important parameters (4-13). As a result, little information about
general behavior has emerged.

The most comprehensive investigations are the computer-based approaches of Parkin and
Coulter (14-18) and computer calculations using the TRIM Monte Carlo methods (19).
Parkin and Coulter derived a set of integrodifferential equations in the binary collision
approximation using the methods of Lindhard et al. (20) that provide a fairly complete

* This work was performed under the auspices of the U.S. Department of Energy.
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characterization of the nature of the displacement cascade. The TRIM code has been widely
distributed by its authors and in its most recent versions can be used to calculate properties
of the displacement cascade similar to those obtained by Parkin and Coulter. In addition,
important spatial information about the cascade is part of the TRIM calculations. To a
certain extent, the two approaches complement each other. The integrodifferential method
gives results for all energies in one calculation. This provides, for example, the number
of displacements as a function of energy for a selected set of material input parameters.
On the other hand, a TRIM calcualtion yields results for only one energy per run but gives
spatial information. The important aspects of elemental composition, material stoichiometry,
threshold effects, bonding type, and irradiating particle and energy can be investigated with
these two methods. However, both approaches use a random amorphous material model so
that crystal structure effects are included only approximately in the results.

In this paper we will review the integrodifferential equation approach of Parkin and Coulter
with a focus on identifying the principal characteristics of the displacement cascade. Selected
results from TRIM calculations will also be included. Following this discussion, the methods
presented will be applied to investigating the effects of irradiation on the Y(RE)Ba2 Cu 3O7
superconductors [the term Y(RE) stands for yttrium or rare earth].

2. THE DISPLACEMENT CASCADE
2.1. Integral equations for damage energy

The monatomic damage energy of Lindhard et al. (20-22), usually as approximated by
Robinson (23), plays a central role in the internationally accepted procedure for calculating
the number of displacements in monatomic materials (3). It has at times been applied to
polyatomic materials by using an average charge number and mass number for the material
in evaluation of the function. Although this is certain to be a reasonable procedure when
the ranges of target A- and Z-values are small, it is less clear how accurate it is in general.
We start our discussion by developing the polyatomic damage energy (14).

Suppose that a given target material contains Ni atoms per unit volume with charge and
mass numbers Zi and Aj, respectively, where i = 1 .... n. Let doijj(E,T)/dT be the
differential scattering cross section for an atom of type i and kinetic energy E to elastically
transfer energy T to an atom of type j that is initially at rest, and let Si (E) be the electronic
stopping power for atoms of type i in the target. Now let vi(E) be the damage energy
that will be deposited in the target by an atom of type i with initial energy E. Following
the reasoning of Lindhard et al., one notes that as the atom of type i moves a distance
dx through the target, it will lose energy by elastic collision with other atoms; but by its
definition, the damage energy must remain unchanged in this process. One concludes that
vi(E) must satisfy the equation

si() '(E n i MijE drij (E, T)
s2(E)v(E) = i ) f 0 dT 2  dT~

1 JO dT (1)

x [v(T) + v2(E - T) - v,(E)]

where the prime denotes the differential with respect to E and where si(E) =- Si(E)/N and
A = Ni/N, with N the total number of atoms per unit volume, and

A'2 = 4AjAj
(Ai + Aj) 2

Using the universal scattering cross section and electronic stopping power formula of
LSS (20-21), Eq. (I) can be numerically integrated on the computer to provide damage
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energies. For a material with n elements there are n values of the damage energy, each one
yielding the damage energy deposited in the material by an energetic ion of the nth type.
Damage energies for foreign projectiles in a material can also be calculated to a very good
approximation. If the material MgzOHez is input with x = 1, y = 1, and z = 10-9, for
example, the damage energy for helium in MgO can be obtained.

Coulter and Parkin (CP) fit the numerically determined damage energy functions to
Robinson-type functions (23) of the form

v(E) = 1 + C 1E0 -15 + C 2E.75 + C 3E (2)

The use of the power 0.15 rather than Robinson's 1/6 was necessitated by the use of a
different approximation to the LSS f( ) function. This fact also explains why damage
energies in monatomic materials calculated by the Robinson formula yield values of v(E)
about 6% higher than the CP results.

The effects of placing an atom in a binary target material are illustrated in Fig. 1, which
compares the atom's damage efficiency v(E)/E in a monatomic target of atoms of its own
kind ("self-atoms") with that in the binary target material. In this case, the calculations
appropriate for Y20 3 are given. The damage efficiency for the heavy atom yttrium in
Y20 3 is everywhere less than for yttrium in monatomic yttrium. For the lighter oxygen,
the damage efficiency in Y20 3 is lower than in oxygen at low energies, but higher at
high energies. Overall, however, the "self-atom" damage efficiencies are similar to the
corresponding binary material ones.

In a set of calculations on the material UZrl-,C, CP found that the damage efficiencies
for values of x from 0.02 to 0.98 depended only weakly on x. This observation shows that
the damage efficiency (energy) for any one of the constituents is not strongly determined by
stoichiometry.

In summary, the damage energy calculations produced two important findings. First,
in rough general terms, combining different atom types in a polyatomic material reduces
damage efficiencies relative to monatomic materials. Second, deviation from stoichiometric
behavior in the damage energies casts serious doubt on procedures in which the material is
represented by average Z and A. In fact, CP found that as a general rule, damage energies
in polyatomic materials are better represented by monatomic "self-atom" values than for
average Z- and A-values.
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FIGURE 1. Damage efficiency, v(E)/E versus energy for
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2.2. Equations for the net displacement functions
The damage energy described in the previous section provides information on the partition

of energy between the limiting value of the kinetic energy and the electronic energy loss.
It does not, however, give direct information about the number of displacements. Using
the same methods of LSS, we can derive integrodifferential equations that directly yield
the number of displacements. The net displacement function gij(E) as defined by Parkin
and Coulter (PC) is the average number of type j atoms displaced and not recaptured in
subsequent replacement collisions in a displacement cascade initiated by a primary knock-on
atom (PKA) of type i and energy E (15). With the convention that g2i(E) counts the PKA,
the equation for the net displacement function is

si(E) di (E) E A fMkE daik(ET)

dE k io d dT

" {pk(T)gkj(T - E b) + [1 - pk(T))Ajk(E - T)] (3)
x gij(E - T) - gij(E)}

The first term on the right-hand side [gk3(T - Eb)] gives the contribution from a type k
atom that is displaced by a type i atom, and the second term gives the contribution of
subsequent effects of the type i atom [g,(E - T)], provided it is not captured [probability
1 - pk(T)Ajk(E - T)] in the current collision. The term Eb is the binding energy lost as
the type j atom is displaced. The third term on the right and the term on the left arise from
motion of atom i with electronic energy loss but no atomic collision.

Equation (3) has been written using a general notation for the displacement probability Pk
and the capture probability Aij; however, the simple sharp-threshold forms

pk(T) = 0, T < E d  (4)

and byca p1, E < Ek
Aik(E) = O, E > Ej p  (5)

are used in all the calculations. Here, E d, termed the displacement threshold, is the average
kinetic energy a type k atom must receive to be displaced from its site. The term Eijp,

called the capture energy, is the average residual energy of a type i atom that has displaced
a type k atom, below which it will be trapped in the type k site. The value of E~i'P is set
equal to E d in the normal Kinchin-Pease model for monatomic materials; for polyatomic
materials, however, the possibility that E~ikP # E d for i : j must be included.

2.2. 1. Results for the net displacement functions. The nature of the displacement cascade
does not lend itself to a description by a universal formula depending in a simple fashion
on model and material parameters, except for the special case of monatomic materials. A
generalization of the modified Kinchin-Pease formula, however, is useful in discussing the
properties of gij(E). Let us define a set of displacement efficiencies kij by the relation

gj _= bj + kd fi(6)

I3
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The Kronecker delta on the right-hand side of Eq. (6) gives explicity the threshold behavior
of gj caused by the PKA itself. The component kj is thus the efficiency for displacement
of atoms other than the initial recoil and vanishes at threshold. Equation (6) can be written
as

k= fjvi (7)

where gij =_ g~j - 6q. Since E4 and f1 are constant, the energy dependence of kij reflects
any failure of the damage energy to describe the nature of polyatomic displacement cascades.
If the energy dependence of gi2 is accurately described by vi, then kij is a proportionality
constant relating the net number of secondary displacements to the damage energy multiplied
by a term containing the displacement energy and the stoichiometry.

As given by Eq. (3), gij is strictly the net number of displaced atoms, or the number of
interstitials, of type j. In monatomic materials g = v, where v is the number of vacancies.
In a polyatomic material we cannot assume that gij = vij because of the possibility of
disordering replacements. A relationship between gij and vij will be shown later.

To indicate the various parameters used in the calculation, PC adopted the following
notation: materials and their corresponding parameters will be given as

.. ... EcpEa p, E-22 '''')

A /7cap E'cap Ec?" 2p) eas Cue

where for a diatomic material we have -y , -1 E2). Because PC used
E - Ecap and Eb 0, this notation contains information on all parameters used in

a specific calculation. The assumption that Eft = ES P is equivalent to assuming that the
normal Kinchin-Pease model for monatomic materials holds for the corresponding sublattice.

The energy dependence of the kij can be characterized by data for MgO(62,00,00,62),
a material for which Mh/MI ,, 1, where h and I refer to the heavy and light atoms,
respectively. The data in Fig. 2 show that kij is a strong function of E from threshold
to several thousand electron volts, when it reaches some value dependent on the material
parameters and becomes roughly constant for all higher energies. The TaO (Mh/MI >> 1)
results in Fig. 3 show the same general behavior except for the significant difference that the
strong energy dependence of kij persists to about 100 keV. When kij is roughly constant,
kih > kit and kih/kil = 1.6 for TaO. Note in comparision that for monatomic materials in
the energy-independent region, k = 0.4 (16).
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FIGURE 2. Values of the displacement efficiencies kij as
functions of energy for the material MgO(62,00,00,62).
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FIGURE 3. Values of the displacement efficiencies kij as
functions of energy for the material TaO(60,60,60,60).

These results illustrate that the nature of the displacement cascade is a function of both
material type and energy. The number of displacements is approximately proportional to the
damage energy only beyond a certain energy that depends on the mass ratio: a few thousand
electron volts for Mh/MI ; 1 and about 105 eV for Mh/M >> 1. Further, the limiting
values of kij are material dependent.

In the damage energy region, when kij is approximately constant, the cascade is indepen-
dant of PKA type, that is, kij ---+ kj. Thus, only in the damage energy region is the average
cascade structure independent of the type of irradiating ion or PKA energy. We can write
Eq. (6) as

gij kj fj u (8)

g Tj d- (8)2j



53

i -
I

i i

1.0

0.9

I I

25 50 75 0
ENERGY (eV)

FIGURE 4. Values of the net displacement
function gii as a function of energy for the
material Cu(25,25,25,25).

The role of the threshold energy is explicitly shown in Eqs. (6) to (8). The capture energy
is also an important parameter in determining gij and in determining the value of kij. The
near-threshold behavior is controlled by both the threshold and capture energies, and this
behavior propagates to all energies. The values of kii are suppressed near threshold when
i 5 j capture occurs, as can be seen in Fig. 4, where gii for Cu(25,25,25,25) is shown.
As the PKA energy increases from threshold, gii decreases, and at roughly 2E4 it reaches
a minimum value of 0.87. This minimum value reflects the number of displacements that
result in i $ j capture in the low-energy residual of the cascade.

For the damage energy region, we can now in an approximate way separate the role of
i $ j capture energy. PC found that to a good approximation

kij ,- gjj(min)kij(O) , (9)

where the parameters kij(O) are the values of kij for the case AXBY(Ed, 00, 00, E d) and the
gij(min) are the minimum values of gij for AxBy(E n , El , Eca Eca).

are ' 2121 ' 22
This result reveals much about the displacement cascade. The term kij(O) reflects the

energy transferred to each sublattice as all atoms slow down. Interaction between sublattices
is limited to collision events since there is no i $ j capture. Interaction between sublattices
is described by the i # j capture that determines gij (min). Since bonding type is represented
in this model by the values of E4 and E_'a o , we now have a description of how it affects

j.Z
gij. For example, in ionic crystals it is likely that cations and anions would not be captured
on opposing sites so that E ", i 5 j, would be rather low or zero.

The mass ratio, independent of material parameters such as bonding type, has an important
effect on i $ j capture. PC showed that for Mh/M > 4, i : j capture essentially does

.



not occur for kinematic reasons. The kinematically derived maximum mass ratio for which
i 6 j capture can occur is 5.8 for the case E. P = E Based upon these results, we can saythat for materials with mass ratio less than alout 4,' details of the interaction of the various

atom types in the threshold energy range are critical to describing the displacement cascade.
For materials with mass ratio greater than 4, less information is required.

The net displacement function includes only the number of atoms or interstitials that are
not subsequently captured at some vacant site. If atoms are captured only at vacancies of
the same type (i = j capture), then the number of interstitials gij is equal to the number of
vacancies vO. However, when i # j capture occurs, the result is a type i vacancy with a
type j interstitial, and gij e vit. In this case we can use Eq. (9) to estimate vi. Let gij (0)
be the net displacement function calculated for E~ap = 0, i # j, and let k be the atom
index different from j. Now gik(0) is the number of type k interstitials, and gil(0) can be
considered the number of type j vacancies for this parameter choice. When E,. P becomes
nonzero, the number of type k interstitials will undergo a fractional reduction of 1 -gkk(min)
according to the previous discussion; the total reduction is gik(O) [1 - gkk(min)]. Since the
type k interstitials that disappear do so by capturing on type j sites and thus eliminating
type j vacancies, one concludes that

Vii = 9ij(0) - gik(0)(1 - gkk(min)] k $ j (10)

PC showed that Eq. (10) estimates vij to an accuracy of a few per cent in all the cases they
studied.

One consequence of the difference between gij and vij is that even without the influence
of external sinks, one will usually generate nonequilibrium numbers of interstitials and
vacancies-deriving from disordering recombination processes-in displacement cascades.
Using Eqs. (9) and (10), we can express the interstitial excess as

Iii = gij - vi = gij (0)[gji(min) - 1)
+ gik(O)[1 - kk(min)] k : j

For the equal-threshold case and small mass ratio, Eq. (11) shows that there will be an excess
of heavy-atom vacancies and light-atom interstitials.

The cascade stoichiometry can be written as

si= ij = ki._j Ed. fj j€k(2Ed =f. - J.i k (12)
Pi~~k Efk fk

The term fj/fk is the stoichiometric ratio for the material. Only if the product of the terms
in kij and Eq equals unity is the cascade stoichiometry the same as that of the material.

Usually the condition is not obtained even when El = Ekd. Thus the general condition is
that the stoichiometry ot the displacement cascade is not the same as that of the material.
Equal stoichiometry is achieved only in special cases.

TRIM calculations using code versions that follow all recoils can be used to obtain gij for

the case EcBP = Ed. The values of gij tend to be several tens of percentage points higher
than those calculated with the PC method described here. Note, however, that TRIM uses
the Biersack-Ziegler potential, which is more realistic than the Thomas-Fermi potential as
used by LSS.
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2.3. Y(RE)Ba2Cu30 7 Superconductors-An Example
In the previous sections we outlined and reviewed a number of important characteristicsa of the displacement cascade and their relationships to material parameters. The new high-

temperature superconductors have potential applications in radiation environments covering
the spectrum from ionizing radiation through fast electrons, neutrons, low-energy light and
heavy ions, to very high energy light ions. In addition, they are oxide ceramics for which
ion beam modification in thin-film form promises to be an important processing tool. They
make an excellent example for applying the results discussed in this work.

The analysis given here was based primarily on diatomic materials, whereas the supercon-
ductors contain four elements. If we view the three metals as a group, then the formula can
be written as M6 0 7. The mass ratios for oxygen compared with copper, barium, yttrium,
and the rare earth gadolinium are 4, 8.5, 5.6, and 9.8, respectively. Among the metals, the
ratios vary from 1.1 to 2.5. Simplistically, then, we would expect that the kij would behave
in a manner similar to that of TaO (Mh/MI = 11) in Fig. 3, where Mh is equated to a
tantalum atom. Collectively, the results with metal atoms would be similar to those with
MgO.

The results for YBa 2Cu30 7 with Ed = E'ap = 60 eV are shown in Fig. 5 for yttrium
PKAs and in Fig. 6 for oxygen PKAs. Data not shown for the other elements are similar. In
the damage energy region, the supposition is reasonably correct. The displacement efficiency
for the metal atoms are greater than for oxygen and the differences are similar to that in
TaO. Also the relative values of the kij for the metal atoms are nearly the same as for MgO.
There is one significant difference, however. The damage energy region is reached at a few
thousand electron volts, similar to MgO, and not near 105 eV as for TaO. Thus we conclude
that the cascade structure is roughly constant and independent of PKA type for energies
above a few thousand electron volts. In this energy range, the cascade stoichiometry will
be near that of the material for the metals but be different in oxygen. PKA or irradiating
ion energies above a few thousand electron volts cover essentially all relevant radiation
environments except low-energy electrons and gamma rays. TRIM calculations for 500-keV
oxygen ions yield a displacement cascade stoichiometry of Y1Ba 2Cu 3 0 6 and PC calculations
for energies relevant to fast neutrons yield Y1Ba 2Cu 3Os.

With this simple characterization of the displacement cascade, let us review published
observations of radiation effects in the Y(RE)Ba 2 Cu 30 7 materials. The available data can
be summarized for the present needs by the following list of statements.

1. No significant damage is observed for ionizing radiation or gamma rays (24,25).

2. Electron irradiation suggests that Ed ; 20 eV for oxygen (26,27).

3. Oxygen displacements affect twin structures but little else (27,28).

4. Fast neutrons, thermal neutrons, and high-energy protons reduce the critical temperature
(29--31 ).

5. Superconductivity is destroyed and an amorphous phase formed after 500-keV oxygen,
I -MeV electron, and 300-keV electron irradiation (32-34).

6. Grain boundary amorphization occurs faster than in grain amorphization with similar dose
ratios for 500-keV oxygen and I-MeV electron irradiation (32,33).

7. Grain boundary amorphization occurs faster for YBa2 Cu 30 7 than for GdBa2Cu 30 7 (33).

Ai
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From these results we can form a hypothesis about the damage mechanism and its rela-
tionship to the displacement cascade. The new superconductors respond to radiation like a
metal, not an oxide. Thus the displacement cascade is the damage mechanism of importance.
Oxygen displacements occur near 20 eV, but since oxygen displacements produce only little
effect, the observations of reduced T,, total loss of superconductivity, and amorphization
are due primarily to damage on the metal atom sublattices. The metal atom part of the
cascade must have similar characteristics over the entire recoil energy range that occurs for
300-keV electrons to 500-keV oxygen ions. This energy range includes both the threshold
and damage energy regions as discussed above (also see Figs. 5 and 6).

This hypothesis suggests than an important displacement cascade parameter is the stoi-
chiometry. We defined the cascade stoichiometry si (E) in Eq. (12), but for general irradiation
conditions, it is useful to define the average cascade stoichiometry for type j displacements
as

= ~fd/dT, s(T) - dT

where Pi is the reative probability of producing a PKA of type i, and daildT is the differ-
ential scattering cross section. For ion irradiations Sj = si(E).

The electron irradiation results on YBa 2Cu 30 7 and GdBa 2Cu 30 7 both show amorphiza-
tion at grain boundaries but with the gadolinium material becoming amorphous at a dose
roughly three times that of yttrium (33). This result shows that the yttrium or rare earth
atom is an important part of the cascade damage. To produce a cascade of metal atoms with
300-keV electrons requires a displacement threshold for the metal atoms of approximately
20 eV. For low-energy electron irradiations, a principal source of metal atom displacements
is the oxygen cascade. Values of si(T) for oxygen cascades in YBajCu30 7 obtained from
TRIM calculations are shown in Fig. 7. The reference atom is copper and its stoichiometric
value has been set to its material value of 3.

Nastasi et al. (33), using Eq. 13, Fig. 7, and the McKenly-Feshbach displacement cross
section, calculated the stoichiometry of the displacement cascade to be Y0.4Bao. 3Cu 3O 7
and Gd0 .1Ba0 .3 Cu 30 7 for I-MeV electrons. The factor of 4 difference between yttrium
and gadolinium displacements is in reasonable agreement with the observed factor of 3 in
amorphization doses. They concluded that either the cascade stoichiometry or the absolute
number of yttrium or gadolinium displacements was the important factor.

In this example, the characterisitics of the displacement cascade were used to obtain an
initial picture of how displacement damage would occur in the Y(RE)Ba 2 Cu 30 7 materials
under displacing irradiation. Specific experimental observations were then examined and a
hypothesis proposed that included elements of both sets of information. The final conclusion
drawn regarding the role of the yttrium or rare earth atom was supported by both the
calculated cascade characteristics and the experimental data. The displacement cascade
description obtained by the calculational methods briefly reviewed here provided necessary
information used in forming the conclusion.
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FIGURE 7. TRIM calculations of the ratio of displaced
yttrium, barium, and gadolinium atoms to copper atoms,
S(T), produced by oxygen recoils of energy T, in the ma-
terials GdBa 2Cu 3O7 (Gd) and YBa 2Cu30 7 (Y). Displace-
ment values for yttrium, barium, and gadolinium have been
normalized by setting the copper displacement stoichiome-
try at 3.

3. SUMMARY
The nature of the displacement cascade in solids is, in general, a function of the PKA type,

PKA energy, and the material. For monatomic materials, the modified Kinchin-Pease formula
is the most widely accepted method of calculating the number of displacements. Through
various approximations it is often extended to the more general case of polyatomic materials.
The discussion presented here shows that the principal characteristics of the displacement
cascade in polyatomic materials can only be obtained from a model that explicitly includes the
relevant material parameters. Both the integrodifferential equations of Parkin and Coulter
and TRIM calculations can be used to obtain data for specific materials and irradiation
conditions. The more complete information thus obtained increases our understanding and
adds to our description of the interaction between a material and a radiation field. This
information also more completely describes the defect production source term that is often
used in modeling a materials response to irradiation.

L
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I. INTRODUCTION
Ion-slowing down, energy loss and sputtering for elemental as well as multicomponent materials
have been treated comprehensively within the latest twenty years. In particular, the large number
of existing computer codes have turned out to be reliable in many of the predictions. The aim with
the present work has not been to discuss the areas thoroughly, but largely to follow basic ideas.
Readers who might want details about these subjects are referred to the many existing reviews,
which are mentioned in the text in connection with each section. The present work does not
include any description of the historical development or of the experimental procedures. These
topics are decribed in many of the reviews.

This review concentrates on the energy loss of charged particles, and on the neutral particle
emission that evolves from the energy deposition in the material. In fact, the common themes for
all sections are the energy loss mechanisms and the different channels through which the energy is
released for particle emission. Effect from monocrystalline targets will not be treated. Charged
particle or cluster emission will not be included systematically either.

The main features for the energy loss and the subsequent energy conversion are shown in Fig. 1.
The energy loss quantities are treated in greater detail in Sect. II. We note that damage and particle
emission are closely connected concepts. Displacements induced by the primary beam in the
surface region lead indispensably to particle ejection as well as damage. The two features, electro-
nic damage and electronic sputtering, are observed for non-conducting materials. An interesting
aspect for these features is that they may behave very differently as a component in a chemical
compound or a mixture from that in an elemental target. In addition, Fig. I shows phenomena
such as electronic sputtering, photon emission, chemical changes, and electronic damage that
occur with a considerable time delay of nanoseconds up to seconds compared with the other ones.
These features are discussed in connection to sputtering of insulating materials in Sect. IV.

The references in this work are representative for the treatment, but in no way a comprehensive
list of all important work in these areas.

IT. STOPPING POWER FOR ELEMENTAL MATERIALS
The stopping power dE/dx of a medium for a particle beam is the average energy loss of the
particles after passing a thin layer. It is conveniently expressed as

dE
-d = NS(E) (1I.1)

where N is the number density of atoms in the medium, and S the stopping cross section. The
dependence of the stopping power on the kinetic energy E of the particle has been emphasized in
the stopping cross section. The stopping power is expressed in units of energy x [length] -1, and the
cross section energy x area. Nevertheless, the stopping power is often tabulated in units as eV/10 5

atoms/cm 2 or MeV/g/cm 2. These units are equivalent to the stopping cross section, since the
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Fig. 1. A schematic survey of different processes associated with the energy loss of the primary particles,
(Direct knock-on sputtering by relativistic electrons is not included).

dependence of the stopping power on the density enters only via N (apart from a density effect that
is important only in the ultrarelativistic region). According to the treatment of Lindhard et al.
(1963), the collisions are separated in those between the primary particle and the nuclei and those
between the particle and the electronic system of the atoms. Consequently, the stopping crossing
section is split up in two parts:

S(E) = S.(E) + S.(E) (11.2)

where Se is the electronic and S. the nuclear stopping cross section. The phrase "nuclear stopping"
is firmly established, but is somewhat misleading as most of the collisions take place between
screened nuclei including electrons rather than bare nuclei.

Since the stopping power is one of the important quantities in all problems of particle slowing-
down, it has been treated thoroughly by several authors. Bohr's work (Bohr (1948)) is one of the
milestones in stopping theory, but within the latest twenty years other comprehensive reviews
(Sigmund (1975)) or similar treatments have appeared, e.g. Bonderup (1981), Cruz (1986), Ziegler et
al. (1985), Bichsel (1988) and Sigmund (1988a). Some of the recent tabulations of stopping powers
are accompanied by a general introduction to stopping theory, e.g. ICRU (1984), Andersen and
Ziegler (1977) and Janni (1982). The particular field, stopping of heavy relativistic particles has
been covered by Ahlen (1980) in a comprehew ive review.

A survey of the two stopping cross section. is shown in Fig. 2. The division of the energy range
in four regimes is somewhat artificial, since some theories cover more than one regime. Neverthe-
less, the classification is convenient for the characteristics of the total stopping power. The nuclear
stopping power is important only in the low-energy regime. In the intermediate, high-energy, and
relativistic regime it is typically a factor of 2 Mm e ( !* 4000) lower than the electronic stopping
power (Lindhard et al. (1963), Sigmund (1975)). Mp is the proton mass and me the electron mass.

A relevant parameter for the interaction between collision partners in the low-energy and
intermediate regimes is "Lindhard's" parameter (Lindhard et al. (1968)):

E,
S=ZiZ2e2/a L (i3
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Fig. 2. The stopping cross sections as a function of ion energy in regime I, II and II. S. nuclear stopping
cross section, Eq. (11-6), S, electronic stopping cross section from Ziegler (1980). The reduced energy , Eq.
(11-5) is shoun as well. (1) low-energy, (II) intermediate, (III) high-energy and (IV) ulrarelativistic
regime.

Z1, M1 and Z2, M2 are the atomic numbers and masses of the primary ion and of the target material,
respectively. aL (see below) is the screening radius and Er = M2E/(M1 + M2) the relative energy of
the colliding particles. Lindhard et al. (1968) suggested that

aL = O.8853ao(Z213 + (I1.4)

where a. is the Bohr-radius (0.0529 nm) and 0.8853 a constant derived from the Thomas-Fermi
potential between interacting atoms (Lindhard et al. (1%8)).

The quantity e turned out to be a convenient scaling unit for the energy. A expression frequently
used is

= 32.53M2E/[Z1 Z2 (M 1 + M2)(Z /3 + Z /3 )1/2] (11.5)

where the ion energy E is in keV and the masses M, and M2 are in amu. A screening radius similar
to Eq. (11.4) was introduced by Firsov (1959). However, since the Firsov radius deviates less than
about 10 per cent from that of Lindhard, Lindhard's screening radius will be utilized for the
evaluation of e everywhere in the present work. Lindhard et al. (1968) showed on the basis of the
Thomas-Fermi model that the nuclear stopping power NSn(E) for all elemental beam ion-target
combinations could be expressed as

NS(E) = - ), (11.6)

where

-y = 4MM 2/(M + M2)
2 (I.)
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is determined by the maximum energy transfer -yE from a particle with energy E and mass MI to a
particle at rest with mass M2. The important property of the relation (11-6) is that the nuclear
stopping power for all combinations depends on the primary energy E via the dimensionless
reduced nuclear stopping sa .The maximum of s.(e) is around 0.35 for values of E about 0.3, and the
overall shape is shown by NS. in Fig. 2. The absolute magnitude of NS. is primarily determined
by the constant ratio (a/E) in the denominator. Heavy beam atoms incident on a heavy target lead
to a combination with a small ratio, and in turn, a high nuclear stopping power.

However, experiments in the late seventies, e.g. Andersen et al. (1975), demonstrated that the
screening determined by the Thomas-Fermi function for a neutral atom falls off too slowly for
large interatomic distances. Wilson et al. (1977) improved the interatomic potential to a Moliire-
like screening function that showed a faster fall-off at large distances. In particular, the combina-
tion krypton incident on carbon was investigated as a representative case. Based on this Kr-C
potential these authors presented a simple approximation for the reduced nuclear stopping power:

(= [- In(I + e)] / (c + O.1O718c . 37
5
4 4

) (11.8)

This procedure has recently been refined by Ziegler et al. (1985). However, the straightforward Kr-
C-expression (11-8) shows the expected asymptotic behaviour for Rutherford scattering at F > > 1
and falls off faster than the corresponding Thomas-Fermi stopping power for e < < 1 as required.
Wilson et al. (1977) utilized Firsov's screening radius which is slightly less than the one of
Lindhard.

The electronic stopping power at low velocities in regimes I and II may be determined from the
Lindhard-Scharff treatment (Lindhard and Scharff (1961)). Although more precise tabulations
have emerged (Andersen and Ziegler (1977), Ziegler (1977), (1980) and (1985)), the Lindhard-
Scharff value is still a convenient reference standard and the predictions of the treatment are
usually correct to within a factor of two. The electronic stopping power is proportional to velocity
and may be expressed as

se) = kLc1 2 . (11.9)

s. is the reduced (dimensionless) electronic stopping power corresponding to Eq. (11-6) and

k- = .0793Z,'I'ZI
2 (M1 + M2 )3 / 2

(Z2/3 + Z2/ 3)3/4 M3/
2 M1/

2

where M, and M2 are in amu. A similar velocity dependence of the electronic stopping power was
obtained by Firsov (1959), but experimental work within the last twentyfive years indicate that the
exponent in Eq. (9) may be different from 1/2.

The electronic stopping power in the energy region above the stopping power maximum is
treated by Bethe-Bloch theory (Ahlen (1980) and Sigmund (1988a)). A convenient expression is the
velocity-dependent stopping cross section

Se(E) = 4mre4Z2Z 2 L(v) (1I.1l)

where Bethe's stopping number essentially is expressed as

)c 2  Z2  2

1 is the target mean-excitation potential, C/Z2 the shell correction and 8 an ultra-relativistic density
correction (Sternheimer and Peierls (1971)) which otherwise will be neglected in the present
context. The mean excitation potential is defined as
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1nJ = YfIltnE,,, (11.13)

where E. are all possible energy transitions of the target atom and f. the corresponding dipole-
oscillator strengths. The calculations of I are usually based on a statistical model of the target atom.
The simplest result is the well-known Bloch's rule (Sigmund (1975))

I= lZ 2  (11.14)

where I4 Z. 10 eV.
The shell correction accounts for the deviations from the requirement in Bethe's derivation that

the projectile velocity should be much larger than that of the bound electrons.
Bethe's calculation is based on a first-order quantal perturbation treatment. The result is an

asymptotic expression that is valid for small values of Bohr's parameter (1948)

2Z, e
2  (11.15)

A more comprehensive treatment by Bloch leads to the inclusion of an additive term
SAL = i0(1) - Re1b(1 + ix/2) (11.16)

in Eq. (11-14). In the quantum mechanical limit x < < I Bloch's results goes over into the one of

Bethe. For ions of high atomic number or of low velocities Bloch's treatment is more correct than
that of Bethe (Andersen et al. (1977), and Si,-mund (1988a)). The substantial change is that Z1
enters into the stopping number, and thus, tht the position of the maximum depends on the

. atomic number of the beam ion.

A problem that is closely related to the stopping power is the charge state of the penetrating
ions. The projectile electrons with orbital electron speeds exceeding v will stick to the projectile
while the slower ones, belonging to the outer shells, will be stripped. According to Bohr's estimate
(1948) the average charge state of heavy ions is

zJ* __ Z113/B (11.17)

in the velocity range where 1 < < Z < Z1/2, see e.g. Sigmund (1975). This value of charge state
means that the average ion charge increases with the ion velocity. However, regardless of the initial
charge state that may be far from the average state, an ion beam will approach the equilibrium
charge distribution after the passage of a thin layer. A comprehensive treatment of the charge states
of ion beams has been presented by Betz (1972) and Betz et al. (1988).

There have been a few attempts on treatments that comprise the electronic stopping power on
both sides of the stopping power maximum (Brice (1975) and Cruz (1986)). The most extensive
compilations have been carried out by Ziegler add coauthors (Andersen and Ziegler (1977), Ziegler
(1977), Ziegler (1980) and Ziegler et al. (1985)). These stopping power tabulations which are the
only comprehensive ones within the latest twenty years have had an overwhelming influence on
the literature ranging from particle slowing-down to ion implantation studies.

Apart from the proton stopping powers these tabulations are based on an empirical charge state
evaluation for Z . This charge state is assumed to be completely independent of Z2 . The electronic
stopping is determined by the local density approximation so that

s (E) = i(v,p)(z1*(v))1p( di , p(r dF= Z2. X.8
V V

(Ziegler (1980)). 1 is the stopping interaction function of a projectile of a unit charge with a free
electron gas of spatially varying density p(r) over the volume V of the target atom. The electronic



66

density is normalized so that the stopping power obtained by Eq. (I-18) is approximated by the
Bethe-stopping power (11, 11 and 12) with the sum of the mean excitation potential and the shell
corrections as an adjustable parameter so that the best possible agreement with the experimental
data is obtained. The stated overall accuracy of the tables is 2%, which is clearly unrealistic. There
are no experimental points with which the reliability of the tabulations might have been tested for
primary energies from 20 MeV/amu up to 1000 MeV/amu. Furthermore, the majority of the data
points are obtained with ions of atomic numbers below Z, = 20. The two apparent deficiencies of
the tabulations: i) the use of an empirical standard charge state evaluation, and ii) the application
of the Bethe formula without the Bloch-correction (Eq. 11-16) mean that the inaccuracy is expected
to increase with both the atomic number of the ion and the primary energy. Nevertheless, these
stopping power tabulations will be applied in the present work, since there is no comparable
alternative.

In energy dissipation problems one may encounter not only the electronic and nuclear stopping
powers, but also the integrated quantities "q(E) and v(E). q(E) is the total energy ultimately
deposited in the electronic system by the primary ion and by possible recoils, and v(E) is the
corresponding energy which ends up in atomic motion (Lindhard et al. (1963)). Once the energy is
transferred to the electronic system, it is unavailable for atomic motion in a time-scale comparable
to the slowing-down of the primary ion and the recoils. The reason is the extremely small
efficiency of energy transfer from an atom to an electron, (corresponding to Eq. (11-7)) and in turn
back from an electron to an atom. Therefore,

YI(E) + v(E) = E . (11.19)

Winterbon (1975) has made extensive tabulations of v(E) as well of other related quantities.

III. ENERGY LOSS IN MULTICOMPONENT MATERIALS
The stopping power in multicomponent materials is occasionally different from the expected
value. Usually this value is determined by Bragg's rule which expresses the total stopping cross
section in a weighted sum of the contributions (Sigmund (1975)):

S(E) = NjS,(E) (1II.1)

Nj is the atomic number density and $i the stopping cross section of the j'th element. The nuclear
stopping cross section of multicomponent materials behaves strictly according to Bragg's rule (at
least in the usual approximation of binary collisions). The electronic stopping cross section is
influenced by changes in the electronic structure as a result of chemical binding. Since only the
outermost electron shell changes, the total change in the stopping cross section depends on the
relative contribution of this shell to the full value.

The original statement by Bragg and Kleeman (1905) was that the decrease in range relative to
air of MeV a-particles in a compound is determined by a suitable summation over the constituent
atoms. T' accuracy of Bragg's rule has been discussed by Sigmund (1975), Kreutz et al. (1980), and
by Thwaites (1983), (1985) and (1987).

Changes in the electronic structure occur not only from the effect of molecular binding in
mononuclear gases and of the chemical binding in compounds, but also as a result of the physical
state of the material. Therefore, the gas-solid difference will be included partly in the following
treatment. A schematic survey of the different types of collisions is shown in Fig. 3.

Of course, Bragg's rule has to break down for any condensed material or compound at a
sufficiently high experimental accuracy. Deviations from the additivity is expected mostly for

i) comparatively low energies where the relative contribution from valence electrons to the
stopping power becomes large, and

ii) for light elements where the valence electrons constitute a major fraction of the total number
of electrons.
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Fig. 3. A schematic survey of ion-atom collisions wuth dfferent state of the outermost electrons.

For light ions at the stopping maximum the deviation rarely exceeds 10 per cent. For energies
above the stopping power maximum the changes in the binding from chemical effects or condensa-
tion enter into the mean excitation potential I alone, Eq. (11-13). Therefore, the tabulations of I
usually contain a value for the solid state, the gaseous state, and one or more for the atoms in a
chemical compound (see e.g. the ICRU-table (1984)).

Occasionally, an analogous additivity rule is formulated for the mean excitation energy of a
molecule (ICRU (1984) and Thwaites (1987)):

where Ii is the mean excitation energy of the j'th element. The application of this additivity
requires the choice of appropriate values for the mean excitation potentials of the constituents. The
simplest procedure, often used in the past, is to take the same I-values for the atomic constituents
of a compound as for the corresponding elements. This introduces some error because of the
neglect of molecular binding effects. An additional error may be incurred when elemental I-values
for gases (e.g. oxygen or nitrogen) are applied to the constituents of solid compounds. The
accuracy of the additivity rule may be improved by assigning values of I depending on the type of
compound and on the chemical state.

An instructive procedure has been applied by Sabin and Oddershede (1987). The mean excita-
tion potential is decomposed into orbital mean energies

lnI = fcoe In Iore + (1 - f o.e)l I (111.3)

from the core electrons and the valence electrons. An analysis of carbon hydrogen molecules led
the authors to the conclusion that the type of chemical bonds determined the mean excitation
energy. They obtained the result that the C-C bond was assigned to a higher value I(C-C) than that
of the double bond I(C- C) which in turn was larger than the carbonhydrogen bond value I(CH).
In terms of energy loss it means that, for example, the stopping cross section of a carbon atom in a
double-bond compound is larger than that in a single-bond one. These siatements agree well with
experimental results from Powers et al. (1972).

This procedure requires a comprehensive experimental data set, and generally it is difficult to
characterize the chemical bonds in greater detail, However, Eq. (111-3) allows us to separate the
contribution I,W from the valence electrons. Apart from the lightest materials this is usually a
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minor fraction of the total mean excitation potential. This division of the mean excitation poten-
tial into contributions from the individual shells (Sigmund (1982) and Sabin and Oddershede
(1982)) is a substantial, simplifying feature in stopping theory.

In Table 1 the recommended values of the mean excitation potentials of common constituents
are listed. Generally, the values are larger than or equal to the elemental values. Zieglers compila-
tions (1980) result in values that are somewhat smaller than the ICRU-values for aluminium,
silicon and copper. The ICRU-values are supported by the experimental results for 10- to 30-MeV
protons incident on light compounds (Tschalir and Bischel (1968)). The values derived for the
oxides were significantly larger than those evaluated from Bragg's rule on the basis of the ele-
mental values.

TABLE 1.

ICRU elemental ICRU value in solid Ziegler values (solids)

value oxides, carbides

H 19.2 (gas) 19.2 17.1

C 780 (graphite) 81 79

N 82.0 (gas) 82 83.8

0 95.0 (gas) 106 105.5

Al 166 188 162

Si 173 195 159

Cl 174 (gas) 180 187

Cu 322 364 330

At velocities much lower than considered above, the total deviation from Bragg's rule is primari-
ly caused by the finite velocities of the projectiles compared to the valence electrons. This effect is
pronounced for energies about the stopping power maximum, i.e. for primary velocities compar-
able to velocities of the most loosely bound electrons.

The deviation from Bragg's rule have been demonstrated by Powers et al. (1984) in a striking
measurement of the energy loss in gaseous amine compounds. In this way no gas/solid differences
enter into the analysis. Their results shown in Fig. 4 show that the atomic stopping cross section of
nitrogen molecules in the gas phase (triple bond) is larger than the stopping cross section of
nitrogen atoms with single bonds in the organic compounds. Furthermore, the stopping cross
section of the latter atoms peaks at a substantially higher energy than the stopping cross section of
the triple-bonded nitrogen atoms. At higher primary energies the difference between the stopping
cross sections is reduced. Similar features have been observed previously for the stopping cross
sections of single- and double-bonded carbon and oxygen atoms (Powers et al. (1984)).

The systematic studies on solid oxides demonstrate clearly that the stopping cross section of
oxygen atoms in oxides is significantly less than that for gaseous oxygen (Feng et al. (1974) and
Ziegler et al. (1975)). These authors indicate a reduction of the stopping cross section from 6 to 20
per cent for 1-2 MeV helium ions. There is no absolute agreement about the magnitude of the
deviation from Bragg's rule of the oxides in the literature (Thwaites (1983)), but apparently the
majority of the contributions support a more or less pronounced decrease from the value obtained
by Bragg's rule.



r

69

L . . . T. I . "I . . I . . . I

_ -E 60 Epeok(N 2)0.63Mev 1

'50

S23 S* (SB-NTO

20 Epeak(SB-N) =0.90MeV

10

0 , I . I I I i i. .

0 0.5 1.0 115 20
He- ION ENERGY (MeV)

Fig. 4. The dectronic stopping cross section for nitrogen atoms in a molecular gas and for single-bonds in
organic gases. Data from Powers et al. (1984).

For metallic alloys no systematic deviations from Bragg's rule have been observed (Feng et al.
(1973)). This is in agreement with the point that deviations only occur if the state of the valence
electrons change from the element to the mixture.

The gas-solid difference is a result of the difference in electronic structure of the valence
electrons (Shiles et al. (1980)). Obviously, only the latter term in Eq. (111-3) depends on the
presence of conduction electrons or other solid state features (Sabin and Oddershede (1988)). This
may be understood in the context of the local density approximation, in which the mean excitation
energy I is expressed by

In I /. J p -) n[TP,(-)]d9, (111.4)

where

WWI( = (4?rp(rle2/-,)' /2 (I )

is the local plasma frequency and -y a constant (- V2) (Bonderup (1967)). The density of the
conduction electrons is larger than that of the corresponding electrons in atomic orbitals. This
means that the plasma frequency is enhanced, and in turn that the contribution from the logarith-
mic factor in the integral increases.

The gas-solid difference has been observed by many groups (Thwaites (1985)). Generally, the
stopping cross section for the atoms in the solids are less than that for the gases as expected from
the considerations above. The difference is typically from 10 to 2 per cent for He-ions about or
above the stopping power maximum. At lower energies, corresponding to projectile velocities less
than the outermost electrons, the difference may increase considerably (Bcrgesen (1985) and
Oddershede et al. (1983)).

Unfortunately, most of the experiments have been performed with light ions up to Z = 3 with
velocities larger than the Bohr-velocity vB. A consistent picture that includes heavy ions as well as
light low-energy ions does not exist presently. Ab initio calculations of the stopping cross section
or the mean excitation potential are difficult, if not impossible. Only the simplest ones, e.g. water
(Geertsen et al. (1986)) have been studied by such calculations or by the evaluation from optical
data (Ashley (1982)). Calculations of the stopping cross section based on the application of a
harmonic oscillator (Sigmund and Haagerup (1986)) may be a promising future tool for chemical
compounds.
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IV. SPUTTERING OF ELEMENTAL MATERIALS
IV-A. Sputtering as an erosion process

The erosion of solids by energetic particles may be caused by a variety of mechanisms that even
may work simultaneously:

i) beam-induced evaporation
ii) knock-on sputtering
iii) elertronic sputtering, and
iv) desorption of thin layers.

Strictly speaking, desorption is the erosion of mono- or multilayers of a material deposited on a
different substrate. This process has been included because of the close relationship between
desorption via electronic processes and electronic sputtering. The ejection of material by knock-on
or electronic sputtering as well as desorption processes is the result of single particle impact. In
contrast, the material evaporates as a consequence of beam heating in beam-induced evaporation.
These four types of erosion are shown schematically in Fig. 5. This division is incomplete, and
does not contain chemical sputtering for example. This type of erosion occurs as the result of
chemical activity between the implanted ions and the target particles (Roth (1983) and (1986a)) or
between a reactive gas and the target particles (Oostra and de Vries (1987) and Coburn and Winters
(1987)).

Erosion or sputtering have been covered by several recent reviews (Sig.., (1981) and (1987a),
Szymonski (1982), Kelly (1984), Andersen and Bay (1981), Roth (1986b), Hofer (1986), Andersen
(1987) and (1988), Zalm (1988) and Hofer (1989)).

Only polycrystalline targets will be discussed in the following. Sputtering of single crystalline
targets has been reviewed by Robinson (1981) and Roosendaal (1981).
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Beam-induced evaporation occurs typically for hot targets that are additionally heated by
particle beams. A characteristic feature of sputtering is the relative insensivity to target tempera-
ture apart from those close to the melting point. Recent measurements by Besocke et al. (1982),
Hofer et al. (1983) and Bohdansky ct al. (1987) demonstrate that the yield increases very little with
target temperature even up to T 0.8 Tm, where Tm is the melting temperature.

For frozen gases the effect of additional beam heating is fairly pronounced because of the low
binding energy of the atoms or molecules in the solid. Even at relatively low temperatures the extra
heating deposited by the beam leads to enhanced evaporation because of the strong, nonlinear
dependence of the evaporation on the target temperature. Alternatively, the beam intensity is so
high that beam heating alone causes evaporation. Both cases have been studied for the ices (Schou
et al. (1984) and Schou (1987)). Figure 6 demonstrates that the yield increases sharply above a
characteristic threshold temperature. This quantity is clearly correlated with the sublimation
energy U0, which is much larger for sulphur dioxide (0.37 eV) for example than for xenon (0.164
eV). Al the materials show a clear low-temperature behaviour with a yield determined by proces-
ses other than evaporation.

Beam-induced evaporation has been treated by Sigmund and Szymonski (1984) and Urbassek
and Sigmund (1984) on the basis of a general heat conduction treatment. The total yield Yo, is a
sum of the ordinary low- temperature yield Y (from knock-on or electronic sputtering) and a term
that accounts for the yield increase by evaporation:

= Y + j((T. + ATeL1 ) - (Ta)), (IV.1)

where J is the current density, TI the temperature of the ambient target and ATe the average
temperature rise of the target as a result of beam heating. The evaporation rate (number of atoms
evaporated per unit time 3nd area)

= AOT
- 112 

exp(-Uo/kBT) (1V.2)

is then enhanced drastically by an increase ATeff from the beam because the total temperature T,
+ ATff enters as an argument in the exponential (Ap is a constant and kB Boltzmann's constant).

Another temperature effect appears if the chemical activity suddenly increases above a character-
istic temperature. In particular, this phenomenon has been studied for hydrogen-implanted carbon
targets (Roth (198&)).

IV-B. Sputtering of elemental materials

Sputtering is the result of direct collisions between the primary and target atoms (knock-on
sputtering) or electronic transitions (electronic sputtering). Knock-on sputtering has also been

named collisional, ballistic or nuclear sputtering. As a matter of fact, electronic sputtering origi-

nates from collisions as well. The term "ballistic" may indicate a macroscopic process, and nuclear
sputtering a mechanism that is caused by nuclei rather than atoms. Since both terms are mislead-
ing, we will apply the concept knock-on sputtering in the following. The total energy that is

available for knock-on sputtering, is the elastically deposited energy v(E) from Eq. (11-19). v(E) is
the integral of the spatial distribution FD(Ex, coso) of energy deposited in atomic motion by a

primary of energy E and angle of incidence 0 (Winterbon et al. (1970)). Similarly, -I(E) is the

integral of the spatial distribution of energy De deposited in electronic excitations:

E = JFD(E/ cos6)dx+ D(E,cosG)dz

= v(E) + 7(E) (IV.3)

Electronic sputtering is caused by electronic transitions in which kinetic energy for atomic

motion is liberated. This energy release requires the existence of repulsive potentials during the
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Fig. 6. Beam-induced evaporation caused by external heating for frozen gases and water ice. From Schou
(1987).

electronic deexcitation, and has been observed only for non-metallic materials. The energy avail-
able for electronic sputtering is the quantity TI(E) from Eqs. (11-19) and (IV-3) (Szymonski (1982)
and Schou (1987)).

Let us consider some of the important features of knock-on sputtering as a starting point. The
energy required for the atomic motion of the target particles is transferred from the fast primary to
the target atoms through direct collisions. The struck atoms may initiate collision cascades via
secondary and higher order collisions. The direct momentum transfer to the atoms of the material
does not depend on whether the material is a metal, a volatile insulator or a gas, since the velocity
of the incident particle is much higher than the velocities of the atoms of the material. The state of
the material plays a role alone in the last stage of the cascade, when the kinetic energy of the
moving atoms becomes comparable to the binding energies of target atoms. Therefore, the stan-
dard theory for knock-on sputtering for metals may largely be extended to semiconductors and
insulators.

The standard theory of sputtering is Sigmund's analytical treatment (1969) based on Boltzmann
transport theory. The semi-infinite target is embedded in an infinite medium of the same material.
The primary particles initiate their motion in the plane x = 0 that corresponds to the surface (Fig.
7). The target particles set in motion may be ejected, i.e. enter the negative half space, if their
kinetic energy perpendicular to the surface is larger than the surface binding energy. In the theory
a planar surface barrier at x = 0 is used with the sublimation energy as surface binding energy U0.
The solution for the Boltzmann-equation is obtained in the limit of high primary energy compared
to instantaneous energy of the moving target atoms. This limit corresponds to an isotropic motion
of the atoms in the solid. The treatment considers primarily low collision densities, i.e. the struck
atoms in the cascade are at rest before the collision.

The backsputtering yield Y from a plane surface is given by (Sigmund (1969) and (1981))

Y = AFD(E,O,cosO) (IV.4)

where FD(E,0,cos0) is the surface value of the spatial distribution of energy deposited into atomic
motion. The constant
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A = 3/(47r2NC U.) = 0.042/(NU,[A 2]) (IV.5)

depends only on the properties of the target material, the sublimation energy U0 and the atomic
density N. The cross section C, (- 1.81"10-20 M2) originates from a previously proposed application
of a low-energy interatomic Born- Mayer potential and is common for all target materials in this
approximation. The surface value FD(EOcos8) depends on the mass M1, the atomic number Zi, the
energy E and the direction 0 of the incident ion, and on the target properties M2, Z2 and the
density N.

From dimensional arguments alone one may express

FD (E, 0, cos 0) = aNS (E) (IV.6)

where a is a dimensionless function that varies with the mass ratio M2/M and angle of incidence 0.
a is relatively insensitive to variations of the primary energy. At perpendicular incidence for

beam atoms much heavier than the target atoms a = 0.17. This low value compared with unity
means that a major fraction of the deposited energy is transported away from the surface by
recoiling target atoms. Empirical and theoretical curves have been presented by Andersen and Bay
(1975) and Sigmund (1981). In most of these evaluations the electronic stopping power was small
and, therefore, neglected. For the case of light ions the inelastic energy loss can be so large that a is
reduced compared to the standard value given by these authors. Winterbon's tabulations (1975)
includes the effect of the electronic stopping power on the value of a.

The combination of Eqs. (IV-4) and (6) gives the well-known formula for the sputtering yield

(Sigmund (1969)):

Y = AaN& (E) (IV.7)

in which no adjustable parameters enter. The agreement between this result and experimental data
for low collision densities turned out to be convincingly good apart from a few materials. Experi-
mental results for krypton ions on copper as well as argon ions on nickel is shown in Fig. 8. One
notes the agreement in absolut magnitude as well as energy dependence in both cases. The
dependence on the beam atom is demonstrated in Fig. 9 for the yield from silicon. For the
dependence on M2 and Z2, the agreement with Eq. (IV-7) is very good as well, Since it is not
possible to vary the sublimation energy for a real target we have to rely on results on computer
simulations for this parameter. Indeed, calculations by Hou and Robinson (1979) demonstrate that
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the yield is roughly inversely proportional to the assumed surface binding energy U0 as predicted
by the standard theory. Recently, Kelly (1987) has pointed out that the surface binding energy may
depend on the character of the different sites for the atoms prior to the ejection. This means that
the yield in Eqs. (IV4,5,7) is expected to be determined by a distribution of binding energies
rather than a single value of U.. However, the agreement between the predictions of the linear
collision-cascade theory and the experimentally obtained energy distributions does not lead to the
need for any refinements for the surface binding model.

The derivation of the sputtering yield Eq, (IV-7) is based on an integration over the internal flux
of particles that arrive at the surface x = 0 (Sigmund (1981)). The material constant

A E- dE. I1 U!L (IV.8)2 NS.(Eo) E0)
rU.
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depends .n the instantaneous nuclear stopping power NSn(Eo) for the slowly moving target atoms
of kinetic energy E0 , and a constant Im that is determined from the interatomic potential of the
atoms. The planar surface binding leads to the factor (1 - Uo/Eo) in the integrand.

Actually, Eqs. (IV-4,8) demonstrate that sputtering may be visualized as a three-stage process, in
which the production of moving target atoms by the primary ion is the first stage (the factor
FD(E,O,cosO)). The second is the migration of the atoms set in motion (the factor (IENS,(Eo))-)
and the third stage is the passage of the surface barrier (the factor (1 - UJEo)).

The analytical calculations were performed with a power cross section

do(E,T) = CmE-T--dT (V.9)

for the energy transfer T up to Tmax = -yE to an atom at rest. This general approximation for the
cross section was originally introduced by Lindhard et al. (1968). m varies slowly from m = 1 at
high energies to m .: 0 at very low energies. The origin of this dependence is the power approx-
imation R-l/m to an interatomic potential, where R is the distance between colliding atoms. Cm is a
constant that depends on m (Lindhard et al. (1968)). The corresponding stopping cross section for
atoms of equal masses (MI = M2) is

SO(E) = (I - m) -C- E' - 2 - . (IV.1O)

The integration of the emitted energy spectrum as a function of the internal energy E. leads to

Fm (vi

8(1 - m)(1 - 2m)NS,(Uo)

from which the usual expression for A in Eq. (IV-6) is obtained. The exponent m that characterizes
the interaction was in the original treatment (Sigmund 1969) m = 0, which means F, = 6/T 2 .
Thus, one arrives at the result that the sputtering yield is determined essentially by the ratio of the
nuclear stopping power of the primary to tht of a recoil atom at very low energy. A similar
relationship for the electronic stopping powers in secondary electron emission was indicated by
Bethe (1941), (Schou (1988)).

The complete energy and angular spectrum is expressed by
2 E1

d2Y/dEldQ, = k-(E ,32m I Cos0 1 , (IV. 12)
(El + U.)'-

where

k- = FD(E, O, cos o)(1/47)r,( - n)l(NC,,) (IV. 13)

The solid ejection angle fl, is determined by the polar angle 01 and an azimuthal angle, E, is the

energy of the ejected particles measured after the passage of the surface barrier. For a fixed angle 01
of exit it means that the spectrum has a maximum at

El = U,/(2 - 2m) (IV.14)

and falls off as E"2 + 2m at high exit energies.
Thompson (1968) and Fzrmery and Thompson (1968) determined an energy distribution of this

shape for m = 0 twenty years ago. The characteristic asymptotic E, 2 -behaviour has been observed
in many cases for metals (Demkowski et al. (1987), Husinsky et al. (1987)) and for insulators

(Chrisey et al. (1988), Schou (1987), and Haring (1984)). For metals it turns out that the maximum

appears very close to one- half of the sublimation energy. For insulators the surface binding energy

U, often corresponds to an energy -omewhat lower than the sublimation energy. Results for
vanadium and sulphur are shown in Fig. 10.
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The value m = 0 is lower than that from the realistic Kr-C interatomic potential (m "t 1/6) and
that for the Thomas-Fermi potential (m , 1/4). Nevertheless, it leads to a convincing agreement
with the experimental results. However, recent investigations indicate that m i-: 0.1. (Vicanek et al.
(1988)).

The angular distribution of the ejected particles is a cosine-function according to Eq. (IV-13).
This distribution is rarely found experimentally. At low primary energies below 200-300 eV the
angular distribution is less peaked along the direction of the surface normal than the cosine
distribution.

Above ion energies of a few keV the anisotropy of the cascades becomes increasingly less
important (Sigmund (1987a)). However, inost of the existing angular distributions are much
narrower than the predicted cosine-function (R6delsberger and Scharmann (1976), Andersen et a].
(1985) and Dumke et al. (1983)). The angular distribution was cosn0 where the value of the
exponent usuadly ranged from 1.0 up to 2.0. For a liquid Gain eutectic even the value n = 4 has
been observed. Sigmund (1987a) suggested that the deviation from the cosine-function was caused
partly by the scattering at the surface. Because of the missing scattering centers in the negative
halfspace, the ejected atom experiences a mean deflection toward the surface normal. At the
standard conditions the exponent is enhanced from n = 1 to n = 1.55 by this effect.

The linear collision-cascade theory has been a convincing treatment that predicts the important
features of sputtering fairly well. No other theoretical treatment has reached a comparable level.
The original theory (Sigmund (1969)) has been extended n several directions (Sigmund (1981) and
(1987a)).

Alternative treatments exist (M. Urbassek (1984), Williams (1981)). The energy spectra calculated
for a semi-infinite target by Urbassc, (1984) turned out to be similar to the spectrum from linear
collision-cascade theory (Eq. IV-12) except at the lowest primary energies.
IV-C. Outside the linear collision-cascade regime
The treatment considered in the previous sections ceases to be applicable if either the recoil
cascades become too dense or if the energy transfer to the recoil atoms is so small that no cascades
develop. The first case, the spike regime is characterized by a high collision density so that the
moving particles have a large probability of striking other target particles that already have been
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set in motion. In the latter case, the single knock-on regime, the recoil atoms receive sufficiently
high energy to get sputtered, but not to generate recoil cascades. These two regimes as well as the
linear collision-cascade regime are shown schematically in Fig. U.

The spike regime occurs typically at heavy ion bombardment or at bombardment by molecular
ions (Thompson 1981). At heavy ion bombardment the yield is enhanced from that predicted by
linear collision-cascade theory at the primary energies around the maximum of the nuclear
stopping power (Bay et al. (1976)). The high nuclear stopping power means that the energy density
in the cascade area becomes so high that an elastic spike develops. The molecular ions dissociate
upon impact under an equal sharing of energy. The simultaneous overlap of the cascades from each
of the atoms leads to dense cascades. The measured yields per atom from molecules are up to one
order of magnitude larger than that from atomic ions (Andersen and Bay (1973), Olivia-Floria et al.
(1979), Johar and Thompson (1979) and Hofer et al. (1983)).

The theoretical treatments for the elastic spike have largely been based on heat conduction
theory (Vineyard (1976), Johnson and Evatt (1980), Sigmund and Claussen (1981), Claussen (1982),
Szymonski and Poradzisz (1982)). An instructive evaluation was performed for cylindrical sym-
metry by Sigmund and Claussen (1981). This cylindrical spike model refers to an idealized system
for which the energy of the primary ion is deposited at a constant rate along the ion track. The
yield from the spike increases more rapidly than the square of the surface value FD(E,0,1) of tie
deposited energy, and the spectrum of the sputtered particles peaks at an energy lower than the
value Uo/2 from linear collision-cascade theory (Sigmund and Claussen (1981)). The shift of the
maximum of the energy spectrum was observed by Szymonski and de Vries (1977) and by Ahmad
et al. (1980). A striking transition from a sputtering yield proportional to FD(E,0,1) to a yield
approximately proportional to the cube of FD at sufficiently high values of FD was demonstrated
by Thompson and collaborators (Thompson (1981) and Stevanovic et al. (1984)) for noble metal
targets as well as for a frozen xenon target. In xenon the transition from the linear collision-cascade
to the spike regime takes places for values of FD close to 50 eV/10 5 atoms/cm2, whereas the
threshold for the spike generation is from 100-350 eV/1015 atoms/cm 2 for these metals. The thres-
hold depends on the sublimation energy U o which is about one order of magnitude less for solid
xenon than for the metals. This trend is in qualitative agreement with the predictions from
Sigmund and Claussen (1981).

An interesting feature in the experimental energy spectra is the pronounced E-12-tail. These
neutrals of relatively high energy escape from the cascade area during the development of a linear
collision-cascade which is established within 10-13s. The elastic spike develops from the linear
collision-cascade to a time 10-12 s and lasts to about 10-li s after the ion impact (Claussen (1982)).
This is the reason why sputtered particles are ejected by both kinds of mechanism.

The single knock-on regime has been discussed by Andersen and Bay (1981). A typical case is
light-ion sputtering of metals (Roth 1980). The strong decrease of the yield with decreasing energy
was explained by Behrisch et al. (1979) on the basis of extensive computer calculations. For large
mass ratios (M2/M l t 5) the threshold for sputtering is given by

Eth = U.(1 - 7)7, (IV.15)

where y = 4 MIM 2/(M1 + M2M is the maximum efficiency of energy transfer (Eq. 11-7). This
result leads to the interpretation that sputtering close to the threshold is caused by reflected
projectiles on their way out through the surface. In fact, Bay et al. (1977) and Bohdansky et al.
(1980) showed that the energy dependence of the sputtering yield was fairly well described by a
universal yield formula, in which a dimensionless energy E/Eth alone enters. The yield Y turned
out to be well approximated by

Y(E) = Q(M 1 , M2 , U.)(E/Eth)1 4 (1 - Eth/E) 7 / 2  (IV.16)

This expression leads to a yield equal to zero for the primary energy E = Eth. In addition, the
energy dependenLe was found to work quite well up to primary aergies around 20 Eth for the
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materials investigated. The precise values of the function Q as well as a refinement of the threshold
concept is described by Andersen and Bay (1981) and Roth (1986b).

Littmark and Fedder (1982) succeeded in showing that the absolute yields from heavy target
bombarded by light ions could be fairly well predicted, even though they assumed that the primary
recoils alone are responsible for sputtering. Computer simulations by Biersack and Eckstein (1984)
have shown that the contribution from secondary recoils increases with the primary energy, and
that this latter contribution exceeds that from primary recoils at energies about 1 keV for primary
helium ions.

IV-D. Electronic sputtering of elemental materials
Electronic sputtering, i.e. sputtering via electronic transitions, is the dominant erosion process for
insulators at temperatures below the beam-induced evaporation regime during light ion bombard-
ment at sufficiently high primary energies. About and above the maximum for the electronic
stopping power the nuclear stopping power is so small that the knock-on sputtering is insignifi-
cant. On the other hand, the two kinds of sputtering processes are occasionally comparable at
medium energies, and at low energies even primary helium ions may produce dominant knock---
sputtering.

The electronic sputtering yield is closely correlated to the electronic stopping power. In fact, th,.
connection has encouraged the use of the term "electronic sputtering". During many of the early
experiments about ten years ago the correlation to the electronic stopping power was immediately
established, but the detailed electronic transitions have been satisfactorily explored for only a few
insulating elements.

Electronic sputtering requires the existence of repulsive potentials during the electronic deexci-
tation. The repulsion converts electronically deposited energy to translational energy of the target
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particles. In metals such potentials are not active because of the presence of delocalized conduction
electrons. Typically the repulsive potential in non-conductive materials is generated by pairs of
atoms in metastable electronically excited states. For semiconductors electronic sputtering may
occur by photon-bombardment from high-intensity lasers (Itoh (1987)). Of course, in this particu-
lar example there is no momentum transfer from the primary photons to the target atoms.

Electron bombardment represents a case similar to photon bombardment. Sputtering induced
by primary electrons is a clear example of electronic sputtering. At non-relativistic energies the
cross section for sputtering by direct electron-nucleus collisions is so low that this type of sputter-
ing is insignificant even for the most volatile solids (Townsend (1983) and Schou et al. (1986)).
However, at relativistic energies from about 0.5 MeV and above the electrons possess sufficient
momentum to directly displace target atoms by a collision (Cherns et al. (1976) and Cherns (1979)).
This type of sputtering is parallel to knock-on sputtering by ions.

Only few insulating elements have been studied comprehensively. Apart from sulphur (Chrisey
et al. (1988) and Torrisi et al. (1986)) only the frozen gases of the least chemically active elements
have been studied (Schou (1987) and Brown and Johnson (1986)). Among these ices the sputtering
of solid rare gases and solid nitrogen have been explored fairly well, whereas no investigations of
sputtering have been carried out for reactive materials such as solid chlorine or flourine.

The frozen gases have turned out to be of major importance for the understanding of electronic
sputtering. The reason is that the yields are generally large and the electronic deexcitations are
frequently well-known. Although the deexcitation channels in the solid phase differ somewhat
from those in the gas phase, the knowledge of the electronic structure and deexcitation dynamics
in the solid rare gases (Schwentner et al. (1985) and Zimmerer (1987)) and nitrogen (Ohler et al.
(1977) is fairly comprehensive. This means that the processes in which kinetic energy is liberated,
have been largely identified.

The experiments in which the condensed gases have been irradiated by electrons or MeV light
ions, have clearly demonstrated that only a minor fraction of the electronically deposited energy is
converted to kinetic energy available for sputtering. Most of the energy is emitted as luminescence
from atomic deexcitations in solid nitrogen and from atomic and molecular deexcitations in the
solid rare gases. In addition, the deexcitation takes place as multiphonon processes which appar-
ently do not contribute to sputtering. However, the details of the relaxation via multiphonon
production are not yet fully explained. For the solid rare gases one arrives at the result that only
about 10 per cent of the deposited electronic energy become available as kinetic energy for the
atoms.

The processes leading to electronic sputtering of solid argon have been particularly well invest-
igated (Reimann et al. (1984a), Reimann et al. (1988), Schou (1987), Pedrys et al. (1988) and
Ellegaard et al. (1989)). A schematic representation of the important transitions in solid argon is
shown in Fig. 12. The incident beam particles create atomic holes Ar + along the track. The initial
holes become self-trapped as a molecular holes Ar+. When this ion captures an electron, the
molecular ion dissociates into a highly excited atom Ar* and a ground state atom. The excited
atom becomes self-trapped as a molecular exciton Ar; that finally deexcites to the repulsive ground
state after nanoseconds or microseconds depending on the orientation of the spin. By this ground
state repulsion about 1.2 eV is liberated. This energy is so much larger than the sublimation energy
of 80 meV that the repulsing rare gas atoms initiate a low-energy cascade (Garrison and Johnson
(1985), Schou(1987) and Ellegaard et al. (1988)). Reimann et al. (1984a) and (1988) suggest that the
dissociative recombination of the molecular ion Ar' may release energy as well. In this process the
ion captures an electron, but the neutral molecule dissociates into atoms immediately. The process
supplies the repulsing atoms with 1-2 eV. How important this additional process is, is for the
moment unclear. Apart from small variations the deexcitation mechanism and the production of
sputtered atoms seem to be similar for all solid rare gases.

The strong luminescence from the decay of the molecular exciton Ar2 turned out to be impor-
tant for identifying the energy releasing process. Reimann et al. (1984a) showed that the electronic
excitations leading to sputtering had a similar diffusion length as those that produce lumine¢-ence
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from the exciton Ar. This observation makes it plausible that this transition (the M-band in Fig.
12) is responsible for the emission of the photons as well as the non- radiative ground state
repulsion. This deexcitation scheme has been convincingly demonstrated by Pedrys et al. (1988)
and O'Shaughnessy et al. (1988) who observed a peak that corresponds to this ground state
repulsion, in the energy distribution of sputtered xenon and krypton atoms.

A survey of the energy dependence of the sputtering yield for solid argon and a few data points
for polycrystalline sulphur are shown in Fig. 13. The difference in the magnitude of the yield is
primarily determined by the surface binding energy. Chrisey et al. (1988) derived a value U. = 0.19
eV that is much larger than the value 0.060 eV determined for solid argon by Pedrys et al. (1988).
For values of the electronic stopping cross section below 70 eV/1015 Ar/cm 2 the yield is almost
proportional to the stopping cross section. This corresponds to energies above the maximum of the
stopping power peak. At energies considerably below tht, maximum the yield may be approxi-
mated by a linear function of the stopping cross section as well, but with a larger efficiency than
above the maximum. This feature has not yet been explained satisfactorily. At the highest excita-
tion densities for energies above the stopping power maximum the yield increases faster than
linearly. Reimann et al.(1984a) and (1988) suggest that the excitations interact at high excitation
densities. The early attempts to describe the yield by a quadratic dependence on the stopping
power similar to that for water ice (Section VI-B) turned out to be misleading.

The enhancement of the yield has to be considered in connection with the observations of large
yields for heavy ions incident on a volatile solid as for example solid argon and krypton in the keV
regime (Boring et al. (1987)). The yields of the order 103 as well as the approximative quadratic
dependence of the yield on the surface value FD(E,0,1) are indicative of an elastic collision spike.
Therefore, the analogy leads us to the straight-forward concept, an electronic spike, which occurs
for high electronic excitation densities. However, the details in the development of the spike for
elemental materials as well as for the chemical compounds considered in Section VI is not
understood for the moment.

Crisey et al. (1988) suggest that the yields of sulphur are quadratic rather than linear functions of
the electronic stopping cross section. This relationship which has been derived on the basis of few
points, indicates cooperative effects between the electronic excitations or overlap of the low-energy
cascades.

The ejection of particles is not initiated by cascades produced by the incoming particle of energy
E, but by low-energy cascades produced by the average energy release E, per electron-hole pair. It
means that the energy E, for electronic sputtering corresponds to the primary energy E for knock-
on sputtering.

The existing spectra from elemental frozen gases do not show a pronounced Er-2-behaviour as for
example those shown in Fig. 10. The reason is that the energy release E. does not exceed a few eV,
since the complete collision-cascade behaviour appears in the limit of large ratios of E/E 1. Never-
theless, the existing spectra may be approximated quite well by a linear collision- cascade in the
lower part of the spectrum (Pedrys et al. (1988)).

In some cases electronic and knock-on sputtering take place simultaneously, and it has been
possible occasionally to determine the relative contributions of electronic and knock-on sputtering
(Stevanovic et al. (1984), Chrisey et al. (1986) and (1988), and Schou et al. (1988)).

Ellegaard et al. (1986) derived an expression for the electronic sputtering yield in the absence of
mobile excitations. The yield Y is determined by

Y = A!De(E,O,cosO)(E,/W) (IV. 17)2

where De(EOcosO) as usually is the surface value of the electronically deposited energy, Es the
non-radiative energy release from ele' sonic deexcitations per electron-hole pair, and W the energy
required to make an electron-hole pair (Schou (1987)). A is the material constant that enters the
knock-on case as well (Eqs. (IV. 4-5) and (7-8)). The main assumption is that the liberated energy
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E is sufficient to initiate a low-energy cascade. Since these non-radiative transitions are complete-

ly isotropically distributed (as shown in Fig. 5), one arrives of the factor 1/2 in Eq. (IV-17). The
formula is based on the assumption that the energy E, is released in one event, for example by two
repulsing atoms each with the energy 1/2 Ev but extensions of Eq. (IV-17) are possible. A similar
expression is indicated by Brown and Johnson (1986) and Garrison and Johnson (1985).

For the simple case of a light MeV-ion one has as a very good approximation that the surface
value De(E,0,1) is equal to the electronic stopping power NSe(E). For electrons the surface value is
somewhat larger than NS,(E), typically a factor of 1.5-2 for the light materials up to solid argon
(Schou (1988)).

In analogy to Eq. (IV-6) one may express D, as a product of a dimensionless quantity 03 and the
electronic stopping power (Schou (1980)).

D,(E,0,1) = / NS,(E) (IV.18)

Similar to a [ is a slowly varying function of the primary energy.
Equation (IV-17) and the corresponding expression for the knock-on sputtering yield enable us to
estimate the efficiency of the processes, i.e. how well are th. energy deposition FD and D,
exploited for the production of sputtered particles. Electronic sputtering is clearly a factor of 1/2
(EW) less efficient than knock-on sputtering. For solid nitrogen this quantity is about 0.04.
Actually, the simple formula (IV-17) is inapplicable to materials with mobile excitations, for
example, as solid rare gases. Nevertheless, it provides us with an estimate of the order of magni-
tude. The yield estimated in this way is about a factor of 2 less than the experimental data for
energies above the stopping power maximum. The yield from the low-energy side of the maximum
is considerably larger than the high energy data. Besenbacher et al. (1981) as well as Reimann et al.
(1988) point out that the discrepancy between the high-energy and the low-energy data may be
partly explained by considering the charge states of the projectiles.

Although Eq. (IV-17) predicts the electronic sputtering yield in a feasible manner, there are
obvious limitations in its applicability. The formula applies only for low excitation densities,
where the sputtering is produced by individual non-radiative t"ansitions without overlap of the
low-energy cascades. The lack of sufficient primary data for the electronic deexcitations, e.g. E,,
makes it often difficult to utilize Eq. (IV-17) even at the low excitation densities. This is the reason
why no estimate of the yield for sulphur has been made. Furthermore, recent measurements on
sulphur by Torrisi et al. (1988) may indicate that the sputtering is not induced at low excitation
densities, but only at high excitation densities. This high excitation regime corresponds to the
primary energies for which a quadratic dependence of the yield on the stopping power is observed.

A few remarks on electronically induced desorption may now be appropriate. Although de-
sorption takes place for adsorbates of material deposited on a different substrate, there are obvious
similarities between electronic sputtering of an elemental condensed gas and desorption of mono-
layers of the gas deposited on a metal. The important models for desorption, for example the
MGR-model, were deloped for ion emission rather than for emission of neutrals (Gomer (1983) and
Menzel (1986)). This Menzel-Gomer-Redhead model was modified by Antoniewicz (1980) in such
a way that the emission of neutral desorbed particles could be explained as well. In this model the
transfer of energy from electronic excitation to atomic motion occurs by neutralization of an
ionized adsorbed atom. The initial excitation leads to formati'n of an ion, which moves inward
(Fig. 5), makes a transition to a neutral weakly bonding curve and is then desorbed as a neutral
atom. In electronic sputtering the parallel case is the dissociative recombination of the trapped
molecular ion, eg. Ar2. This process in an insulating multilayer requires a hot electron, which may
be a photoelectron, a secondary or a free substrate electron. The cascade multiplication, however, is
a clear indication of sputtering rather than desorption of repulsing species. The cascade processes
are dominant in electronic sputtering of volatile materials as, for example solid argon, whereas the
particle ejection for electronic sputtering of the less volatile xenon largely may be regarded as a
desorption-like process (Pedrys et al. (1988) and O'Shaughnessy et al. (1988)).
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V. KNOCK-ON SPUTTERING FROM MU1TICOMPONENT MATERIALS
V-A. Introduction
Sputtering from multicomponent targets exhibits a number of features that do not occur for
elemental targets. Of course, the yield of a component depends on the concentration of that
particular component, but also the presence of the other components may influence the yield. A
complicating feature is that the surface concentration needs not to be identical to that of the bulk,
and that the primary beam immediately induces changes in the surface layers.

For high fluences the composition of the sputtered flux has to become identical to that of the
bulk because of mass conservation. However, even though a stationary situation with regard to the
sputtered flux or the signals of the surface concentration sooner or later may be reached, the
sputtering of multicomponent targets is characterized by transients in the composition of the flux
or in the surface region. This means that preferential ejection of some of the components takes
place. A particularly interesting situation occurs, if the surface layer from which the sputtered
particles originate, becomes enriched in one of the components compared to the bulk composition.

The main features of sputtering from multicomponent systems have recently been reviewed by
Shimizu (1987), Andersen (1984) and Betz and Wehner (1983). These reviews contain a comprehen-
sive data collection in addition to previous reports on sputtering of multicomponent systems by
Coburn (1979) and Kelly (1978), (1979, (1980a) and (1980b).

Figure 14 shows an example of multicomponent sputtering from Andersen et al. (1984). A
homogenous CuPt alloy was bombarded by keV argon ions. This measurement is particularly
interesting, since the sputtering yield of the two components was determined in contrast to many
similar experiments in which only the depletion of one or more components in the surface was
studied. One notes the transient in the sputtering yields up to a thickness of 1018 atoms/cm 2, and
that the partial yield of copper is much larger than that of platinum during the initial erosion. The
ratio of the yields does not reach unity as expected because the collection angle might not have
been fully representative of the average flux according to the authors. However, the stoichiometric
ratio was indeed obtained in a number of related measurements (Andersen et al. (1984)). The layer
which has to be sputtered away to reach the stationary case is not directly correlated to the primary
energy or the particle range. Nevertheless, one notes that the transient for the lowest energies is
somewhat smaller than that for the highest energy.

Preferential ejection includes preferential sputtering that occurs whenever the composition of
the sputtered particles differs from that of the outermost layers of the target. The sputtered
particles originate mainly from the outermost 5 A (- 2.5.1015 atoms/cm 2). Andersen (1979) and
(1984) pointed out that preferential sputtering may be identified relative to concentrations in these
outermost layers rather than the bulk.

In the following let us apply index A, B, C... for the properties of the components. Preferential
sputtering for a binary medium occurs whenever

YAIYB 0 CA/CB (V.1)
where the concentration values EA and CB are properly weighted averages over the depth of origin of
the sputtered particles (Andersen (1984)). YA, YB are the yield of A-atoms and B-atoms, respective-
ly. A major disadvantage by this criterion is that the distribution of the depth of origin is not
accurately determined for any system. On the other hand, it allows us to simplify the discussion of
preferential sputtering to the partial yields and the concentration of the relevant surface layers. An
even more detailed scheme has been proposed by Sigmund et al. (1982).

A major difficulty in identifying preferential sputtering rather than preferential ejection origi-
nates from the experimental technique that has been used for surface characterization. The depth
sensitivity of these techniques is shown in Fig. 15. Low energy ion scattering spectroscopy (ISS)
traces the very surface, Auger electron spectroscopy (AES) samples the composition over a depth
that may considerably exceed the depth of origin. Rutherford backscattering spectrometry (RBS)
yields the composition up to a depth more than two orders of magnitude greater than that of the
origin of the sputtered particles. Secondary ion emission spectrometry (SIMS) yields information
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on the composition corresponding to the depth of origin but the ionization probability for the
ejected particles varies strongly from one material to another. In addition, the initial concentra-
tions may be changed by the particle bombardment in a subsequent SIMS-profiling study. There-
fore, it is not surprising that many of the surface studies led to deviations from each other in the
composition. Several authors (Andersen (1984) and Shimizu (1987)) have pointed out that a strong
concentration gradient may occur, so that the observed surface composition or the apparent
concentration profiles depend on the method that has been utilized.

It is obvious that preferential ejection is not caused by preferential sputtering alone, if other
chemical or beam-induced mechanisms change the surface concentration of one or more of the
components relative to the bulk concentration. Experiments in which the concentration profiles of
a compound sample differ from that of the bulk (e.g. Liau et al. (1978)), show only that an efficient
transport process of matter out of or deeper into the solid is operative. The processes other than
preferential sputtering will be discussed in the last part of this section.
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Usually, a total yield Y

Y = , (V.2)

is defined in the literature (Betz and Wehner (1983)). However, this sum of partial yields is feasible
alone in the cases for which the partial yields are measured simultaneously.

V-B. Expectations for preferential sputtering

One might expect intuitively that the partial yield YA from a multicomponent target is expressed
as

YA = CAYAA

where YAA is the corresponding yield from an elemental A-target. We consider the simple case of a
constant surface concentration cA = cA. Of course, the equation is valid for the two extremes cA =
0 or cA = 1 but for all other values the internal flux deviates frequently from that of the pure
element. The energy sharing of the constituents of a compound was systematically investigated by
Andersen and Sigmund (1974). On the basis of this treatment the ratio of the partial yields from a
binary compound becomes

YAIYB = fAb(CAICB) = (MB/MA) 2 n(UBM/UAM)- 2
m(CA1CB) (V.3)

fAB is an enhancement factor, MA the atomic mass, and UAM the value of the surface binding
energy for an atom A in the mixture. (The index 0 will be omitted in this section). Equation (V-3)
presented by Sigmund (1981) and discussed in Sigmund (1980) predicts:

i) the lightest component to sputter preferentially for equal surface binding, and
ii) the component with the smallest surface binding to sputter preferentially for equal masses.

However, since recent investigations indicate that mw 0.1 (Vicanek et al. (19 8 8 )) the non-stoichco-
metric effect is much more pronounced for different surface potentials than for differences in mass.
Nevertheless, the mass factor is responsible for preferential sputtering of isotopes for which the
surface binding is nearly equal (Sigmund (1987b)).

For an elastic spike Sigmund (1981) obtained a different expression for the ratio of the partial
yields, although the basic trend is similar. However, the treatment did not include any dependence
on time or lateral distance to the point of impact as for example Sigmund and Claussen (1981) and
Sigmund and Szymonski (1984).

V-C. The dependence on the mass

The mass dependence of the partial yields was recently examined by Sigmund (1987b). Although
the results are based on a treatment restricted to small mass differences, the conclusions about the
dependence on the mass are indeed appropriate for the general case as well. The procedure was
encouraged by the observation that isotope effects vary approximately linearly with the mass
(Olson et al. (1979)).

Let us consider the mean mass

M=> cM (i=A,B,...) (V.4)

so that

M= M + AM,. (V.5)

The important feature is now that the efficiency of the energy transfer _YAB (Eq. (11-7)) is unity up
to first order in the mass differences.
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The cross section for an A-atom to hit a B-atom is correspondingly:

dCrAB(E,T)= (1 + AM AM d, 0 < T < E (V.6)

where dr is the usual power cross section for a monatomic medium (IV-9). Equation (V-6) holds
only for isotopes of the same element, but the extension to neighbor elements was included in the

treatment (Sigmund (1987b)).
Let us now assume that the A-atom is lighter than the B-atom, so that

AMA < AMD (V.7)

This means that

doAB < d-Y8A tV.8)

This inequality leads to two simple statements:

i) Once in motion the light atoms experience a smaller stopping power than the heavier ones
do, so that they travel longer than the average, and

ii) an atom of low mass has a higher probability of being set in motion than heavier ones. It
turns out that both effects contribute equally to preferential sputtering.

Before going on let us consider the slowing-down flux G(E,Eo) in a monatomic medium. G is
defined as the average number of atoms moving in an energy interval CE0, E, + dEJ] generated by
a constant flux * of projectiles per unit time of initial energy E. This flux is determined by

E

Eo

where F(E, E') dE' is the recoil density, i.e. the mean number of recoiling atoms generated with an
energy in the interval [E', E' + dE'] by a primary of energy E (Sigmund (1981)). In the monatomic
medium the recoil density was determined as a standard result as

F(E, Eo) ;k ,(E)r, Eg2 (V.wO)

In the following the mass MA need not to be smaller than ,.,i, ,or multicomponent targets the
slowing down flux of B-atoms generated by a primary flux of A-atoms per unit time of energy E
becomes

E

GAB(E,E) = -S J FAB(E, E')dE' (V.11)
vo S,B (o

where vo0  = (2 ES/MB)v is the velocity of the moving B-atoms and

NSB(Eo) = N( S(E.) (V.12)

the nuclear stopping power for a B-atom moving in the isotopic mixrume. Sn is the usual nuclear
stopping cross section fo; the monatomic medium with atoms of mass M. The recoil density FAB
of B-atoms set in motion with an energy around E' by an A-atom of energy E is expressed as
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FAD = CB ( F(E, E.) (V.13)

up to first order in AM for the isotopic mixture. F(E, E.) is the usual recoil density for a
monatomic medium.

We note that the internal flux GAB receives equal contributions (M/MB)m from the slowing-
down and from the production. The result derived by Andersen and Sigmund (1974) for targets of
binary components

VOAGjA CA (MB ') 2m (V.14)
VOB GjB CB MA)

emerges from Eqs. (V-U), (V-1) and (V-13).
Before completing the discussion let us shortly regard the dependence on the primary particle.

We note that the properties of the primary particle solely enters into the recoil density F via the
energy v(E) deposited into atomic motion. In the elastic collision region (v(E) - E) only the
primary energy E enters. This means that the fluxes could have been initiated by any primary and
not only by A-atoms, and that for example

GAB(E, Eo)dE. = GlB(E, E0 )dE (V.15)

corresponding to the usual ln.oming atom of mass M, and atomic number Z1. Equation (V-15) was
a main result in Andersen and Sigmund (1974).

The prediction of a preferential flux of the lightest component in isotopic mixtures or near-
neighbor mixtures has been difficult to trace in experiments because of the possible influence of
the mass dependence on the ionization probability. Only low-fluence experiments or computer
simulations are feasible in this context. Shapiro et al. (1988) indicate a much stronger dependence
on the mass than predicted by Sigmund (1987b) on the basis of Monte-Carlo simultations for
artificial copper, but the controversy is not yet resolved (Andersen (1988)).
V-D. The dependence on the surface binding energy

Let us consider the simple case of slightly different masses and atomic numbers. Only small
deviations AZ from the mean atomic number Z are included in analogy to Eqs. (V-4) and (V-5).

The recoil density is now

FAB = CB ( () (B) F(E, E) (V.16)

where b, is a constant that depends on m alone. The stopping power for a B- atom in motion is

NS.,B(Eo) = (M) M(-) b NS(Eo) (V. 17)

similar to Eq. (V-12). The partial yield YB is determined by an integral over the product of the
slowing-down density GAB(E, E.) and the velocity v01 over all possible escape directions according
to the treatment in Sec. IV. The apparently redundant inclusion of the dependence on the atomic
number in Eqs. (V-16) and (V-17) serves to demonstrate that the recoil deiisity F(E, E.) entering
the yield evaluation is the standard density for a monatomic medium characterized by the mean
quantities M and Z. We note that the dependence of the slowing down density GAB on the atomic
number cancels out, and that the surface value FD(E,O,cos0) of the deposited energy emerges from
the recoil density F(E,Eo) (Sigmund (1981)). In the elastic-collision region it means that the density
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and the surface value are identical for, for example GAB(E,Eo) and GBA(E,EO). The ratio of the two
partial yields becomes then

YB = C) A)2'
Y, ( CE MA 2 mN uC i (V.18)
YAM CA MB NCmU BM

where the last fraction merely is the ratio of the material constant A for the two values of the
surface binding energy. Therefore, the factor (UA/UBM)"2 m in the yield ratio is a simple conse-
quence of the different surface potential.

A similar relationship emerges from most of the existing treatments. Kelly and Harrison (1985)
present a quantity (UAM/UBM) (MA/MB) 2m (= fBA) for which the exponent m is set equal to zero
for the surface binding factor, but not for the mass factor.

The problem of determining the surface binding energy for the constituents in a multicompo-
nent target is by no means trivial. In general, one may expect that the binding energies of the
component depend on the composition (Andersen (1984)). Thermodynamic arguments encouraged
Kelly (1978) and (1980b) to express the surface binding energies for a random binary alloy as a
linear combination of the internal nearest-neighbor bond strengths. For a few alloys one may avoid
such considerations by evaluating the binding energy UAM from experimental energy distribu-
tions, provided that the sputtering takes place in the linear collis;on-cascade regime. Szymonski
(1980a) found for a Cu-Zn alloy that the binding energy for the most volatile element zinc
increased relative to the elemental value and that the value for copper decreased similarly. A
similar observation was made by Oechsner and Bartella (1980) for Ni-W alloy and by Schorn et al.
(1988) for a Cu-Li alloy. A systematic study of the binding energy for chromium atoms in different
matrices has been performed by Husinsky et al. (1987) and by Wucher and Oeschner (1987) for
oxidized niobium and tantal surfaces.

An isolated test of the dependence on the surface binding energy as predicted by Eq. (V-3) seems
difficult. The reason is that a low surface binding energy is expected to lead to surface segregation
of the pertinent component. In such a case preferential ejection may be caused by the enrichment
of the segregated component at the outermost surface layers rather than by preferential sputtering.

V-E. Light ion sputtering of multicomponent materials

For light ion bombardment surface enrichments have been observed especially at low ion energies
(Roth (1986b)). This is a consequence of the strong difference in the puttering yield for different
target masses as the ion energy approaches the threshold as described in Sec. (IV-C). These features
have been demonstrated for example by Varga and Taglauer (1982) or Roth et al. (1980) in
experiments as well as by computer simulations by Eckstein and Biersack (1985) and Eckstein and
Moller (1985).

V-F. Information from the angular distribution

It was pointed out by Sigmund and coauthors (1982) that the concentration profile may influence
the angular distribution. A surface layer enriched in one component is sputtered in the entire half-
space, while atoms originating from deeper layers are preferentially emitted in a narrow cone
around the surface normal. This effect has been exploited by Andersen et al. (1983) and (1984) and
Ichimura et al. (1981) for studies of ion-induced segregation.

V-G. Beam-induced effects
The surface is immediat,'v modified by even a short ion bombardment. Preferential sputtering is
only one out of a variety of processes (Andersen (1984), Wiedersich (19E5)). An altered surface layer
can be formed during ion bombardment by a combination of the different processes. The surface
concentrations EA and EB of the two components in a binary material change until a balance
between the sputtering loss and the possible mechanisms of particle transport to the surface has
been reached:
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E/BD = (i/fAB) (CA/ ) (V.19)

The typical effects are shown schematically in Fig. 16.
Recoil implanation is as sputtering a collisional effect. This effect alone means that the surface

becomes depleted in the lightest component at high ion energies. The atoms becomes implanted to
larger depths. The theoretical treatments have been carried out by Sigmund (1979) and (1988b).

Cascade mixing takes place as a result of the random motion of the higher- order recoils within
the collision cascade. This collisional effect has been comprehensively discussed by Andersen
(1979), Hofer and Liffmark (1979) and Sigmund and Gras-Marti (1980). Andersen (1984) argues that
the mixing is not an efficient feeding mechanism for preferential sputtering of a component,
because the displacement energy Ed is one order of magnitude larger then the surface binding
energy. This effect is primarily important for the determination of the depth resolution.

Diffusion may be an important process in supplying the lightest atoms to the surface layers from
the entire damaged region. Ordinary diffusion constants depend only on temperature and not on
the irradiation conditions (Andersen (1984)). Ho (1978) concluded that the diffusion was substanti-
ally enhanced by the irradiation. This radiation enhanced diffusion (RED) implies that the
radiation enhances the concentration of mobile vacancies considerably over the thermodynamic
equilibrium value. Consequently, the diffusion coefficient is increased over a depth comparable to
the range of the projectiles, and the enhancement is proportional to the flux. In most of the
experiments the striking increase of the diffusion coefficients was studied (Eltoukhy and Greene
(1980) and Rivaud et al. (1982)). At elevated temperatures competing transport mechanisms may
occur Shimizu (1987) and Rehn et al. (1985).

Surface segregation (Gibbsian segregation) plays an important role in providing the surface
with atoms in order to replace the preferentially sputtered component. The difference in surface
binding energies constitutes the driving force of the particle transport, since the system gains
energy if a strongly bound atom at the surface exchanges its position with a weakly bound one
from the interior. Usually the loosest bound component will be enriched in the first one or two
atomic layers (Andersen (1984)). The systematics have been discussed by for example Abraham and
Brundle (1981).

The pronounced defect production during ion bombardment means that the defect migration
processes are important. The same defects which are responsible for RED can also produce
radiation induced segregation (RIS). In general, vacancy and/or interstitial defects in alloys
preferentially migrate via particular alloying elements. Because of this preferential coupling of
some alloying elements to the defect fluxes, certain elements will be swept into and other elements
out of local regions which experience a net influx or outflow of defects. In this manner, RIS can
generate concentration gradients during irradiation of homogeneous alloys even in the absence of
preferential sputtering and Gibbsian segregation. The effects have been described in several
reviews by Johnson and Lam (1978), Lam et al. (1978), Kirschner (1985), and Rehn and Lam (1987).

These effects which may operate simultaneously, participate in a complex interplay. This has
encouraged theoretical studies (Lam and Wiedersich (1987)), in which these effects have been
incorporated. However, the complexity means that the task of identifying different contributions
to preferential ejection is non-trivial.

VI. ELECTRONIC SPUTTERING OF MULTICOMPONENT MATERIALS
VI-A. Introduction

Electronic sputtering is important for insulating multicomponent materials as well as for ele-
mental insulators. However, the presence of different excited species in a solid target during
irradiation leads to a high chemical activity that has not been observed for elemental targets. The
formation of new radicals or even stable molecules that were not present in the original matrix,
makes it difficult to identify the deexcitation channels. Let us classify the targets into four groups
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Fig. 16. A suvey of the different processes during ion bombardment. The design is taken from Andersen
(1984).

i) Frozen gases (H20, SO 2, CO...)
ii) Alkali halides,
iii) Room temperature oxides etc. (SiO 2, A1203...) and
iv) Organic materials.

A common feature is the luminescence during or after electronic irradiation. The competition
between photon emission and non-radiative transitions which supply kinetic energy for defect
production or sputtering, is just as pronounced for these materials as for solid argon considered in
Sect. IV. The possible mechanisms for electronic sputtering are so different that the groups will be
discussed separately. The organic materials will not be included here. The erosion of these
materials has been reviewed by Sundqvist and Macfarlane (1985), Johnson (1987), Sundqvist (1989)
and Wien (1989).
VI-B. Sputtering of condensed heteronuclear gases
The group of ices from room temperature liquids or gases has been comprehensively studied
because of the relevance for erosion of dust grains or planetary surfaces in space Uohnson et al.
(1984) and R6ssler (1986)). In particular, the measurements have been concentrated on water,
sulphur dioxide, carbon monoxide and methane ices. The mechanisms for electronic sputtering or
the production of electronic defects in the ices are not well- known, and large invidual differences
are expected for the deexcitation channels in the materials. Nevertheless, sputtering of water ice
exhibits a number of features that are representative for the condensed gases.

The sputtering yield of ice is shown in Fig. 17. This figure includes data obtained with protons
as well as medium-light ions up to flourine ions. The curves show a plateau at the energy, where
the nuclear stopping power is important. The erosion process in this regime is knock-on sputter-
ing. The interesting feature is the peak of the yield for proton energies about 100 keV and for tht
heavier ions about 200 keV/amu. The behaviour is similar to that of the electronic stopping power,
and we note that the maximum yield of electronic sputtering is one or two orders of magnitude
larger than the yield from knock-on sputtering, dependent on the projectile.

A mI
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Some of the main features of electronic sputtering of water ice are summarized in the following:
1) The electronic yield is proportional to the square of the electronic stopping power for light

ions. For medium light ions the yield increases even faster than the square of the electronic
stopping power.

2) The mass spectrum of the sputtered particles shows the parent molecule as well as a number of
other molecules or atoms. Radicals and molecules of a composition different from the ordinary
fragmentation pattern have been observed.

3) The energy spectrum of the sputtered particles shows an Ej2-behaviour for the high-energy
tail in many cases, but the maximum is at energies considerably below one-half of the sublimation
energy.

4) The sputtering yield does not depend on the ice film thickness.
5) Luminescence from radiative transitions of impurities or of the host molecules in the ice has

been observed.
The stopping power dependence for light ions was observed by Brown et al. (1980a). The data

for MeV protons and helium ions indicate a clear quadratic dependence on the stopping power
whereas data with MeV fluorine ions from Seiberling et al. (1982) and Cooper and Tombrello
(1984) show a dependence which is proportional rather to the forth power of the stopping power
than the square. The quadratic dependence means that cooperative effects between the individual
electronic excitations are important (Brown and Johnson (1986), Schou (1987), and Johnson (1987)).

The mass spectrum shows a dominant peak for H20, but the yield of hydrogen molecules is
comparable (Haring et al. (1984a)). The relative amounts of the species depend on the type of
primary ion. Even particles which do not occur via a simple decomposition as for example
molecular oxygen, were observed. Reimann et al. (1984b) studied transients in the mass spectra and
the influence of the substrate temperature on the transients. The mass spectrum of the ice reflects
the high chemical activity between the electronically excited atoms or molecules.

The energy spectrum is for all species peaked at an energy much less than the sublimation
energy of about 0.5 eV. Reimann et al. (1984b) found that the emitted heavy water molecules
resulting from MeV helium ion bombardment surprisingly well could be described by a linear
collision-cascade behaviour (Eq. (V-12)) with a surface binding energy of U.2 - 0.05 eV. A similar
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observation of a maximum at very low energy for keV hydrogen ion bombardment was observed by
Haring et al. (1984b). These authors observed as well a high-energy tail from emitted oxygen
molecules, that may be represented by an Ej-2-tail. All these observations indicate that a low-energy
collision-cascade may be responsible for the particle ejection. The process that initiate this cascade
is not known, but a dissociative transition of a radical or a molecule formed of species from two
neighbor excitations is a possible candidate. The maximum for the energy distribution of ejected
water molecules is shifted to an energy much lower than one-half of the sublimation energy
because of energy loss to vibrational excitation.

The yield dependence on the thickness was measured by Brown et al. (1980b) with Rutherford
backscattering spectrometry. They did not observe any variations in the yield from thicknesses of
400 A up to 2000 A. However, recent results based on a complicated procedure for infrared
absorption by Rocard et al. (1986) and Benit et al. (1987) may indicate a thickness dependence of
yield.

Luminescence induced by electron bombardment has been observed in the visible region by
Trotman et al. (1986). The strongest peak has been identified, but the origin of all the features is
not yet determined. It turned out that guest atoms or molecules within an impurity level even far
below one per mille has been responsible for many transitions that previously were attributed to
the host molecules. This impurity-induced radiation is well known from the solid rare gases and
nitrogen (Schwentner et al. (1985), Zimmerer (1987) and Oehler (1977)).

Many of the condensed gases investigated show trends different from these features. In particu-
lar, the mass spectrum of sulphur hexaflouride, (Pedrys et al. (1984)) and methane (Pedrys et al.
(1986) and Brown et al. (1987a)) shows oscillations in the relative abundance as a function of the
atomic concentration of the lightest component. In solid methane transients in the mass spectra as
well as carbon enrichment were observed (Brown et al. (1987b) and Foti et al. (1987)).

These considerations demonstrate that the theoretical treatment is difficult, and that one may
not expect a common "universal" mechanism for the sputtering of condensed heteronuclear gases.

The individual differences in the electronic excitations lead to substantial differences in the
behaviour of the electronic sputtering yield. Nevertheless, some attempts on comprehensive treat-
ments have been performed, for example by Watson and Tombrello (1985). The current status of
the theories has recently been reviewed by Johnson (1987).

VI-C. Sputtering of alkali halides

The electronic sputtering for alkali halides is a well-established feature, although the deexcitation
mechanism is not known in greater detail. The sputtering process as well as the deexcitation
mechanism have been described by Itoh (1976) and (1987), Townsend (1983), Townsend and Lama
(1983), Szymonski and de Vries (1983), Williams et al. (1986), and by Avouris et al. (1987).

The yield induced by electron bombardment has turned out to be of a considerable magnitude
compared with the corresponding yield from for example condensed gases (Sect. VI-B). Szymonski
et al. (1985) measured a yield of 14 molec./electron for sodium chloride bombarded by 0.5 keV
electrons with normal incidence for a target temperature of about 600 K. The alkali and halogen
atoms are emitted independently, and the yield in uvits of molecules per electron is merely a
convenience for comparisons. Yields of similar magn: -_e .mm other alkali halides have been
reported by Townsend (1983).

An interesting feature for alkali halides is the strong -, ,etition between luminescence and
sputtering. An example of 0.5 keV electrons incident on sodium chloride from Szymonski et al.
(1988) is shown in Fig. 18. One notes that the luminescence and the sputtering show a simultan-
eous enhancement and reduction with decreasing temperature. The luminescence originates from
recombination of an F-center (an electron trapped of a vacant halogen site) and an H-center (a
molecular ion located in a single-halogen site). Migrating H-centers may reach the surface and
induce particle ejection by relaxation at the surface. Results similar to those in Fig. 18 have been
obtained previously by Townsend et al. (1976).

Electronic sputtering of alkali halides is closely related to defect production. In contrast to
condensed gases or many other materials the behaviour of these electronic defects is relatively well
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Fig. 18. Simultaneous data for sputtering and luminescence in arbitrary units from (100) NaCl bombarded
by 0.5 keV electrons versus the reciprocal temperature. The crystal was bombarded at normal incidence and
by a beam of current density from 22 to 200 pAl/cm 2 . The sputtering yield was determined at temperatures
where Y(Na) = Y(Cl). The luminescence yield was determined from the broad band around 400 nm (Fig.
2 in Postawa et aL (1987)). From Szymomki et al. (1988).

known (Perez (1976), Itoh (1976), Townsend (1983) and Thevenard (1989)). The electronic excita-
tions in the halogen sublattice are mobile, and the ejection of the halogen atom is driven by the
electronic deexcitation at the surface.

The alkali halides show the remarkable feature that electronic sputtering takes place for the
halide component alone. The surface becomes gradually enriched with the alkali atoms, and the
erosion may cease eventually, unless the temperature (for example produced by a high beam
current density) is so high that the alkali atoms evaporate just as fast as the halogen atoms get
sputtered. Therefore, electronic sputtering takes place solely under certain circumstances, e.g. at a
high target temperature, and it is meaningless to introduce a sputtering yield for alkali halides,
unless the temperature and the current density is specified. At low temperatures the sputtering is
determined largely by the evaporation rate of the metal.

As mentioned above the halogen and the metal atoms are emitted as atoms rather than as
molecules. A weak signal of alkali halide molecules was observed only for crystals of CsI-structure.
The emission of diatomic halogen molecules was reported by Szymonski et al. (1985) never to
exceed a contribution of about one-tenth of the total emission.

The energy distribution of the emitted particles is a Maxwell-Boltzmann distribution corre-
sponding to the target temperature for the metal atoms as well as for a considerable fraction of the
halogen atoms. At low target temperatures (< 400 K) a clear non-thermal component occurs in the
energy spectrum of the halogen atoms ranging from 0.1 eV to 0.5 eV (Overeijnder et al. (1978)).
Szymonski (1980b), and Szymonski and de Vries (1983) suggested that the non-thermal part of the
yield originates from focused replacement sequences along the < 110 > row of the crystal. Then the
ejection of the halogen atom takes place when the long range movement of H-centres along < 110 >
directions intersects the surface. The authors suggested that the thermal component of halogen

I
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atoms originated from thermally diffusing H-centres (Itoh (1976)) after termination of the replace-
ment sequence. If the migrating centre reaches the surface, the halogen atom can evaporate and
contribute to the thermal component of the sputtering.

Since the cohensive energy of the atoms in the lattice is about I eV and the liberated energy is
not much larger than that, a collision cascade does not develop. Nevertheless, the erosion is usually
named electronic sputtering because of the initial energy deposition into the electronic system of
the alkali halides in terms of ionizations and excitations. Indeed, the total sputtering yield induced
by electron bombardment was observed by Al Jammal et al. (1973) to be closely related to the
behaviour of the spatial distribution D.(E,x,cos) of energy deposited into the electronic system
(conf. Sect. IV D).

Sputtering of alkali halides becomes more complicated during ion bombardment than electron
bombardment because of the simultaneous effect of electronic and knock-on processes (Biersack
and Santner (1976), Husinsky et al. (1988) and Poradzisz et al. (1988)). The metal-halide balance at
the surface, which governs the erosion, is now determined by a combination of knock-on sputter-
ing and evaporation.

Many of these features have been observed for other materials, e.g. alkali earth halides, as well
(Betz and Husinsky (1988)). Overeijnder et al. (1978) observed that the halogen emission can be
stopped completely from silver bromide and lead iodide, after a metal layer has been formed on the
surface of the salt.

VI-D. Sputtering of oxides and related compounds

The electronic sputtering of room temperature oxides and related materials has not been studied
comprehensively as for example for alkali halides. During electron bombardment of many oxides
oxygen release has been detected (Pantano and Madey (1981) and Townsend and Lama (1983)), but
the yields have not yet been measured systematically. The mechanisms suggested are related to

kthose from electron stimulated ion desorption (Madey et al. (1984) and Knotek (1984)).

Strong luminescence and absorption have been observed in the oxides (Tanimura et al. (1988),
Crawford (1983)). Electron irradiation of silicon dioxide produces a blue luminescence which has
been anti-correlated with the rate of damage formation over the temperature range 77 to 300 K by
Jaque and Townsend (1981). This means probably that the defect production mechanism leads to
sputtering as well, similar to the features observed for alkali halides.

Room temperature oxides and uranium hexafluoride have been investigated in a number of
experiments on sputtering with heavy MeV-ions (Seiberling et al. (1980) and (1982), Griffith et al.
(1980), Qiu et al. (1982) and (1983), and Meins et al. (1983)). The partial sputtering yields from
sapphire and lithium niobate bombarded by MeV chlorine ions were measured by Qiu et al. (1982).
The results (Fig. 19) demonstrate clearly that the process is electronic rather than knock-on
sputtering. In addition to the interest in electronic sputtering from these materials the major aim
was to explore the mechanism of track formation in insulating materials.

The models for creating permanent damage along the track of heavy ions were partly developed
more than twenty years ago (Fleischer et al. (1965)). Nevertheless, the details are not yet explained
(Walker (1982), Fischer and Spohr (1983), Balanzat et al. (1988)). The registration demands not
only physical damage because of high excitation density, but requires a subsequent chemical
etching as well.

The track from heavy MeV particles, e.g. fission tragments, are prodtucecd via ionizations (Mor-
gan and Van Vliet (1970) and Matzke (1982)). The direct collisions with the atoms do not play any
role at these energies. Fleischer et al. (1965) suggested that the damage was created by a Coulomb
explosion in which the ionized atoms would be driven away from their original positions into the
surrounding lattice. These authors correlated the threshold for track formation with the mechani-

cal strength of the material. Other authors (Sigrist and Balzer (1977)) have emphazised the connec-
tion between thermal conductivity and the threshold of the electronic stopping power for track
formation.
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Haff (1976) suggested that the Coulomb explosion may lead to sputtering as well. The ejected
particles need not to be charged, but may be neutrals initiated by the violent repulsions of the ions
in the track. The possible sputtering as well as the formation of the track are shown in Fig. 20.

In order to test the connection between track formation and sputtering a number of experiments
were performed by Seiberling et al. (1980), and Qiu et al. (1982) and (1983). It turned out that the
high-energy sputtering yield from sapphire and lithium niobate bombarded by chlorine ions is
fairly similar Fig. 19, even though the threshold in electronic stopping power for track formation
differs by more than a factor of two. Similar experiments with crystalline and amorphous silicon
dioxide with a large difference in thermal diffusivity did not show any significant differences in
the electronic sputtering yield for MeV chlorine ions. These experiments demonstrate that the
probable connection between sputtering and track formation cannot be expected to be a universal
feature for these materials. The models for sputtering of insulators have recently been review by
Wien (1989).
VII. CONCLUSION
The energy loss processes during ion slowing-down are closely connected to damage production
and sputtering for both pure elements and multicomponent materials. The general behaviour of
the stopping power of pure elements is known relatively well,, although there exist ion-target
combinations and energy regimes, for which the stopping power predictions are uncertain.

A complicating feature for multicomponent targets is the deviation of the electronic stopping
power from the additivity of the stopping power of the constituents, the so-called Bragg's rule.
The deviations are largest for target elements of low atomic number and for low-energy projectiles.
Very little is known about the possible deviations for heavy ions.

The energy loss to the nuclei described by the nuclear stopping power leads to knock-on
(ordinary) sputtering, in which target particles are ejected as a result of the collisions initiated by
the primary. The behaviour of the sputtering yield for multicomponent targets is generally much
less known than the yield from pure elements. For multicomponent materials a number of
additional paramete, for example the primary ion fluence and the concentration of the compo-
nents, influence the sputtering.

Sputtering via electronic transitions takes place for insulating materials, in which the kinetic
energy for the particles in motion stems from electronic deexcitations to repulsive states. This
electronic sputtering may be correlated to the electronic stopping power in analogy with the
connection between knock-o-, sputtering and nuclear stopping power. Electronic sputtering has
been explored very little compared to knock-on sputtering. It seems likely that no universal
mechanism is responsible for electronic sputtering, and that the mechanism depends strongly on
the particular type of the material and of the primary particles.
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Fig. 19. A Schmataic survey of a tack and

Primary sputtering production by a Coulomb explosion.
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MECHANISMS OF ION BEAM MIXING
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1. INTRODUCTION
Research on Ion Beam Mixing was triggered in 1973 when Van der Weg et al. (1)

discovered Paladium Silicide formation during Ar ion irradiation of thin Pd films on Si
substrates. This could not be explained by recoil implantation, for every Ar ion more than 100
Pd and Si atoms were mixed. Ion beam mixing was found to be not only an efficient way to
introduce foreign atoms into subsurface layers, the atomic concentrations achieved are much
higher than obtainable by direct ion implantation. Sputtering limits the maximum concentration
of foreign atoms that can be implanted in surface layers to about 10-25%. In ion beam mixing,
for every ion several hundred atoms of the substrate and the overlayer are intermixed. Therefore
the required ion doses are not so high that the sputtering limit is reached.

This has stimulated much fundamental research concerning the mechanism of ion beam
mixing. Originally most of the attention was focussed on ballistic effects in the primary and
secondary recoil events triggered by the ion beam. However, comparison between systems of
different atomic species, that could be expected to have the same ballistic effects, surprisingly
showed completely different degrees of mixing. Thus it was realized that thermodynamic and
chemical effects play an important role in the ion-induced collision cascades. Further, experi-
ments at widely different target temperatures revealed the importance of radiation enhanced
diffusion. So, at present three different mechanisms, operating during ion beam mixing, have
been identified: 1) ballistic or recoil effects, 2) cascade mixing, 3) radiation enhanced diffusion.

Thanks to computer simulations we know that the slowing down of energetic ions in a solid
and the evolution of disturbances are transient processes for which different time regimes can be
identified. As the energetic ions penetrate a solid, they transfer part of the kinetic energy by
colliding with target atoms in primary collisions. This results in what is called recoil mixing.
The later-generation collisions produce many low energy recoils, which induce small
displacements in random directions. This is the cascade mixing process, lasting about 10-12 s
after the projectile struck the target. At the end of this prompt regime, the collision cascade will
have generated a non-equilibrium number of defects. If the ambient temperature is sufficiently
high, these defects can be mobile, causing more diffusion and mixing. This temperature
dependent radiation-enhanced diffusion may lead to segregation, precipitation or solute
trapping, depending on the specific properties of the materials involved and the defect
generation applied. Together, these transient processes often result in metastable phase
formation and novel materials properties. This has stimulated much research in ion beam mixing
also outside the area of silicide formation. At present, our understanding of the fundamentals of
ion mixing is based on work in the area of metal bilayer systems.

It is the purpose of this paper to introduce the different mechanisms of ion beam mixing.
Specific examples are chosen from the literature to illustrate qualitatively, and where possible
also quantitatively, the relative importance of recoil mixing, cascade mixing and radiation
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enhanced diffusion. It will be shown that our understanding of ion bombardment phenomena in
solids has made significant progress in recent years. Yet, most of the work sofar was concerned
with metal-metal systems or metal-semiconductors. Investigations of insulators and especially
ceramics have started relatively recently. Yet, it is hoped that the fundamental aspects observed
in metal-metal systems may be used as guidelines for predicting the effects of irradiation of
ceramics. Although this may work for the degree of ion beam mixing that will occur in a given
system, it should not be expected that the metastable phases formed can be predicted. Although
equilibrium phase diagrams have some predictive power for metal-metal systems, it is still too
early to formulate general rules for phase formation. In this paper first the three different ion
mixing mechanisms are illustrated, then the metastable phase formation will be discussed. This
is not a comprehensive review for such reviews have been published recently elsewhere
(2,3,4).

2. BALLISTIC OR RECOIL MIXING
Careful studies with thin markers have given evidence for, and quantitative measure of

ballistic mixing effects. Fig. I shows the Rutherford Backscattering profiles of W markers in a
Cu matrix, before and after Xe ion bombardment (5). The Cu sample has a shallow W marker
at 300 A depth and a deep W marker at 1600 A depth. The Xe ion energy is 460 keV and was
chosen such that the projectile comes to rest beyond the shallow marker, but does not reach the
deep W marker. Fig. 1 shows that this deep marker has shifted to shallower depth as a result of
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FIGURE 1. W signal of 2 MeV He RBS spectra of virgin and implanted parts of 4.3 A thin W films in Cu.
Dose - 5.5 x 1015 atJcrn2 , 460 keV Xe. Irradiation and RBS analysis performed at room temperature.
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Xe bombardment. This is due to the sputtering of Cu by the Xe irradiation. The shallow
W marker, however, does not seem to shift in the RBS spectra. This means that the distance
between the two W markers has shrunk. Since the deep marker in the Cu matrix is not reached
by the Xe ions the distance between the two markers can only shrink because the shallow
marker shifts inward as a result of ion irradiation. The amount of marker shift of the shallow
marker is about equal to the thickness sputtered away by the ion dose. Since the shift is directed
inward and the surface layer is thinned down, the shallow marker does not seem to shift
position in the RBS spectrum of fig. 1.

Similar marker shifts have been observed for quite different marker/substrate combinations
(6). Indeed, fig. 2 shows that for Au markers in Cu and the same Xe dose the distance between
the two markers has shrunk by the same amount as for W markers (5). This is expected if
ballistic effects dominate, for W and Au are rather similar in mass and very different from Cu.
So a 460 keV Xe ion will transfer the same amount of kinetic energy to W or to Au atoms and
on average much less to Cu atoms. Also Ta markers in Cu were found to behave identically (5)
and again the mass differences with the projectile and substrate atoms are such that the kinetic
energy transfer favours the marker atoms.

Initially, the explanation for marker shifts was sought in the so-called matrix relocation
effect described quantitatively by Littmark (7). He pointed out that vacancies and interstitials
produced by an incoming projectile are not distributed uniformly throughout the matrix. In the
core of the collision cascade the concentration of vacancies will be enhanced, whereas
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FIGURE 2. Au signal of 2 MeV He RBS spectra of virgin and implanted parts of 5.7 thin Au films in Cu.
Dose - 5.4 x 1015 atJcm2, 460 keV Xe. Irradiation and RBS analysis performed at room temperature.
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interstitials will be distributed along the outer regions of the collision cascade. According to
Littmark, after the collision cascade is over a matrix relocation should occur in order to keep its
density uniform. Thus a marker layer which happens to be located in between the regions where
vacancies and where interstitials dominate, will shift towards the region of vacancies due to the
matrix relocation. This means that if the core of the collision cascade lies beyond the depth of
the marker, it will shift to greater depth as a result of irradiation. On the other hand it is
predicted that if the marker lies beyond the depth of the collision cascade, the marker should
shift to shallower depth. This effect, however, was not corroborated by experiment (5).
Markers were found to shift to greater depths always.

An alternative explanation came from computer simulations by Rouche (8) who found that
the distribution of recoils leads to a shift in depth of heavy recoils relative to light recoil atoms.
This comes about because the momentum distribution of primary recoils, produced by an ion
penetrating a solid, is not isotropic and heavy recoils will be distributed more forward into a
light matrix (note that light atoms may be reflected by heavy ones, but not vice versa). So a
simple ballistic or recoil effect has been observed to occur during heavy ion bombardment of
marker layers. The effect is small, typically the W, Au or Ta markers in Cu shift about 40 A for
460 keV Xe ion dose of 5.5 x 1015 cm-2 . The shift is always directed inward irrespective of the
Xe ion energy, provided it is high enough to affect the marker. The shift disappears if the
thickness of the marker layers is increased beyond a few monolayers. This must be due to the
fact that the recoil distance is only a few interatomic spacings, and if the marker is more than a
few monolayers thick the W recoils mainly collide with other heavy W atoms instead of light Cu
atoms and the anisotropic effects are absent. These observations concerning the relative
distribution of displacements are consistent also with the work described by Parker in these
proceedings.

Closer examination of the marker experiments of fig. 1 and 2 reveals an interesting
difference. The broadening of the shallow Au marker as a result of Xe ion irradiation is much
larger than the broadening of the W marker in Cu. This cannot be explained by a simple
kinematic effect, for the Xe ion will transfer the same kinetic energy to Au and to W since their
masses are nearly equal. The observed difference in the degree of ion mixing must be due to
chemical effects operating during the collision cascade. This is the subject of the next section.

3. CASCADE MIXING
Fig. 3 shows a comparison of the extent of ion beam mixing in the systems Cu-W, Cu-Ta

and Cu-Au. On the basis of purely ballistic arguments these systems are expected to show
practically the same behaviour upon ion bombardment, since W, Ta and Au are positioned very
close to each other in the periodic system. The heats of formation (at the 1-1 composition) of
these systems are different: +24 U/mole for Cu-W, 0 U/mole for Cu-Ta and -10 id/mole in the
case of Cu-Au (21). Contrary to the layer shifts, a clear correlation between film broadening
and heat of mixing AHm has been observed. The FWHM of the Gaussian Au profile in Cu after
irradiation at room temperature amounts to 350 A. For the Ta film this value is 250 A, whereas
for W only a broadening to a FWHM of 175 A has been observed. In fig. 3 the mixing para-
meter Dt/4FD has been plotted as function of AHm for room temperature experiments as well as
10 K irradiation with Xe ions and Ne ions. In general the mixing increases with the chemical
driving force in the three systems.

Similar observations were made for totally different systems in many laboratories. Fig. 4
shows a rather elegant example of chemical effects in ion mixing of Hf, Ta, W, Ir and Pt over-
layers with Zr and Pd substrates (9). Whereas Pt shows the largest degree of mixing with Zr
and Hf the least amount, the reverse is observed for Pd targets. Hf shows the largest amount of
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FIGURE 3. Thin film mixing parameters as a function of heat of mixing. RBS analysis performed at room
temperature. Film thicknesses were between 4 and 6 A, irradiation doses amounted to 4.4-5.5 x 1015 at./cm2 for
Xe and 4 x 1016 atJcm2 for Ne. Ion energies were 450 keV (RT) and 400 keV (10 K) for Xe, and 65 keV for Ne.

mixing with Pd and Pt the smallest amount. This is, indeed, in very nice agreement with what
one would expect considering the heats of mixing in each of these metal-bilayer systems.

Also for the mixing of various metal overlayers with Au and with Pt substrates a clear
correlation with the heat of mixing has been observed (10), see fig. 5. Moreover the Caltech
group pointed out that not only the heats of mixing should be considered but also the cohesive
energy of the materials involved. There exists a striking correlation between the mixing rate and
the average cohesive energy of each bilayer (11), see fig. 6. The latter is the arithmetic average
of the heat of sublimation of the pure elements. For the systems in fig. 6 the heat mixing is near
zero. The heat of mixing effect and the cohesive energy effect emphasize the need for a
thermodynamic approach to problems in ion mixing. Therefore, it is only natural to incorporate
the idea of an energy spike into a phenomenological description of ion mixing (Johnsson et al.,
12). Immediately after an energetic ion penetrates a solid the number of recoil atoms will
increase sharply and thus the projectile energy is gradually shared by many target atoms in the
collision cascade. In a small volume one expects equipartition of energy to take place and a
relatively high energy spike is formed. When the average energy of all target atoms in the spike
has decreased to approximately I eV chemical effects will come into play. Systems with large
heat of mixing will have large driving forces inside the spike. If the heat of mixing is near zero
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or even positive there is no driving force except for ballistic effects. Large cohesive energies
may counteract the tendency to mix, whereas small cohesive energies do not exert a mixing
barrier. This semi-empirical model has been put into an equation based on Vineyard's classical
work concerning thermal spikes (13). The Caltech group has come up with the expression:

d(4Dt) _ KK 2  I + K2 AHm\
do pS/3(AHcoh) 2  A coh

Experimental support (14) for its validity is shown in fig. 7. It is shown that many different
systems obey the above equation, in which F is the energy/atom put into the spike and p its
atomic density. There is a quadratic dependence on (I/AIcoh) which may be rationalized by the
fact that mixing is not only dependent on atomic displacement but also migration is necessary
and both will be dependent on (I/AHcoh). In addition, the equation shows the ratio of



III

(AHm/AHcoh) because these two parameters counteractive: a negative heat of mixing in a
system is a good driving force, but its action is hindered by the materials cohesive energy. In
any case fig. 7 lends strong support for the phenomenological model for ion mixing. Of course,
it does not prove the concept of spikes, let alone thermal spikes. Whereas it is reasonable to
assume that chemical effects are important when the mean energy of all the atoms in the
collision cascade has become of the order of 1 eV, we do not have any evidence for thermal
equilibrium nor do we know in what phase (gas, liquid or solid) the material is inside the
energy spike.

Eventually, after about 10-11 sec the region of the solid in which the collision cascade has
occured must come into equilibrium with the ambient. At that stage the concentration of
displaced atoms will have decreased significantly but the defect concentration will still be larger
than in the surrounding material. This may lead to additional mass transport through radiation
enhanced diffusion, the subject of the next section.

4. RADIATION ENHANCED DIFFUSION
It has taken the ion-beam community quite some time to notice the temperature dependence

of ion mixing. Yet, this is a very strong effect and different target temperatures and beam
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heating have made it difficult to compare results from different laboratories and find any
systematics. Fig. 8 gives an example of one of the early ion mixing studies as function of
substrate temperature (15). Si + ions have been used to mix Nb with Si in the temperature range
of 25"C to 400"C. One can distinguish a temperature independent regime (A), from room
temperature up to about 250"C, in which the quantity of intermixed Si is constant and equal to
3x 10 17 cm-2 for a beam dose of 1.2x 1017 cm-2 . Above 250"C target temperature the
quantity of intermixed Si increases dramatically with temperature to a value of 8.5 x 1017 cm-2

at 375"C. Note that this temperature dependent intermixing sets in at a lower temperature than
what is necessary for thermal diffusion of Si in Nb. From the slope in fig. 8 one obtains an
activation energy for the temperature dependent ion mixing which is equal to EA = 0.9 eV,
much smaller than the activation energy for purely thermal diffusion which has an activation
energy EA = 2.7 eV. This difference comes from the presence of the ion beam, which produces
defects that need a high enough ambient temperature for migration but the defects do not have to
be created thermally. So, the ion mixing which was discussed in the previous sections was
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FIGURE 9. Correlation between the average cohesive energy AHcoh and the critical temperature T, at which
radiation-enhanced diffusion becomes dominant.
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performed in the temperature independent regime A whereas at higher temperature, in regime B,
ion mixing is always dominated by radiation enhanced diffusion.

Many systematic studies have been made of mass transport in the presence of radiation
defects. In one system radiation enhanced precipitation may occur whereas in another radiation
enhanced segregation dominates. Foreign atoms may diffuse into a substrate material along with
the defect flux, but the inverse has been observed also. Not only the atom migration depends
strongly on the kind and mobility of defects, also final location of foreign atoms in the ion
irradiated matrix is affected by solute trapping. Unfortunately, although radiation enhanced
diffusion dominates ion mixing in many systems especially at elevated temperatures, there are
no general rules (4). The degree of mixing and the final state of a system depends in detail on
the species involved and on the kind of radiation applied.

Although the outcome of radiation
enhanced diffusion for individual
systems may not be predicted, it is CoZr RT

possible to know when radiation 30K

enhanced diffusion effects will -__

dominate ion mixing. Clearly the MO

cohesive energy of a material vO

determines the temperature at which NA

defects may be expected to become
mobile. By measuring the quantity of

intermixed atoms as function of
substrate temperature one can
determine the critical temperature, Tc,
above which ion mixing is temperature MZr RT

dependent (in fig. 8 Tc = 250"C). Fig. 77K_ E
9 shows a nice correlation between ._,____0
measured critical temperatures, for MA

metals as well as for silicide systems, SS*R

as function of the cohesive energy a 20 0 60 80 100

(16). This is of importance especially at % Zr
if one is interested in metastable phase
formation by ion mixing and radiation J.4,."
enhanced diffusion effects are to be F.zr RT
avoided. For many systems, as fig. 9 30K 14

shows, active target cooling during ion -Q
bombardment should be applied if Mo

long range diffusion and equilibration ' MA

is to be avoided. SSAR
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FORMATION
Ion bombardment allows the for-

mation of metastable phases that can- IGURE 10. Glass forming range of CoZr,
not be formed in any other way. Ion NiZr and FeZr with various techniques,
implantation is also a convenient way IM: ion mixing, MQ: melt quenching,
of micro-alloying of a large variety of MA: mechanical alloying, VQ: vapour quenching,
materials for metallurgical investiga- SSAR: solid state amnorphization reaction.
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tions. Indeed, one may speak of "ion
implantation metallurgy" in modern
materials science. In the previous
sections it was discussed how the
penetration of heavy energetic ions
leads to alloying by ballistic mixing,
cascade mixing and radiation enhanced
diffusion. Ideally one would like to
predict the phase formation from the
essential properties of ion mixing and
those of the phase diagrams of the
alloyed species (17). Over the years a
few attempts in this direction have

been made and for a comprehensive Zr x (at.%) Co

and recent review one is referred to the
work of B.X. Liu (18). It is my aim in q
this section to merely illustrate basic
concepts that play a dominant role in
ion induced metastable phase
formation and especially, uj
amorphization.

Initially the synthesis of
amorphous metal alloys was carried
out by quenching from the liquid
phase. To bypass nucleation and
growth of more stable crystalline
phases in undercooled melts, cooling o.0 o.3 to
rates in the range of 104 - 1010 K/s are Zr X (aty.)
required. This is easily obtained in ion
mixing. If one considers the time
evolution of collision cascades heating
and cooling rates in excess of 1010 K/s
should place ion mixing in a rather
unique position, perhaps only
surpassed by condensation from the E
vapour phase in sputter deposition or
evaporation of amorphous films on
low temperature substrates. Yet,
amorphous phases do not only result
from kinetic limitations. In solid state
reactions, on a time scale of hours, .

one has demonstrated formation of
amorphous phases driven by thermal 0 t.

diffusion and by mechanical alloying Zr X (t.)Fe

(19). So, under certain conditions the
amorphous state may be more stable Figure 11. Comparison of the enthalpy
than the crystalline state. Due to irra- differences of the amorphous phase and the
diation, the final phases formed by ion solid solution of CoZr, NiZr and FeZr.
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mixing have a high concentration of defects. Amorphization by irradiation, therefore, has been
explained by the accumulation of stored energy, amorphous phases being formed if the free
energy of a crystalline structure during irradiation becomes higher than the free energy of the
amorphous phase.Although there is certainly some truth in the argument, it cannot be applied as
a general rule, for irradiation of amorphous phases in most cases reduces the crystallization
temperature. If one wants to arrive at metastable phases by ion mixing the ambient temperature
must be low enough to avoid long range diffusion. In section 4 radiation enhanced diffusion
was discussed and a correlation was shown between the critical temperature, Tc, for radiation
enhanced diffusion and the systems cohesive energy. Here it may be added that metastable
phases are more likely to result from ion mixing in the temperature independent regime, i.e.
below Tc.

Attempts have been made to explain the phase formation during ion mixing by focussing on
the cooling of the energy spikes. Hereby, the phase formation during ion mixing is thought to
be similar to fast quenching from the melt. Estimated quench rates in spikes are of the order of
1012 K/s. This model is too simplified, not only because there is as yet no evidence for thermal
equilibrium in the spike and for a molten phase (as was discussed in section 3), but also
because the composition range over which amorphous alloys are obtained by ion mixing and
melt quenching differ significantly. Fig. 10 shows a comparison by Bottiger et al. (20) of the
glass forming range in Zr based alloys. As a function of Zr concentration the regions are
indicated over which amorphous alloys are obtained after ion mixing (at room temperature and
at low T), after melt quenching, after mechanical alloying, after vapour quenching, and after
solid state reaction. Clearly, different methods yield different glass forming ranges.

Metastable phase formation in ion mixing may be successfully explained with the aid of
calculated phase diagrams comparing the enthalpy differences between the amorphous phase
and the metastable solid solutions (21). Fig. 11 shows such a comparison for Ni-Zr. The
smooth drawn line represents the enthalpy of the amorphous phase as function of Ni
concentration in Zr. In addition to the left of the diagram the calculated enthalpy of the hcp
phase as function of composition is shown. At about 45% Ni the crystalline phase peaks in
energy well above the amorphous phase. In the region between 45-100% Ni the fcc crystal
structure is lower in energy than the hcp structure but only above 90% Ni does the crystalline
line come below the amorphous line. Clearly, the diagram indicates that over the composition
range from 10-90% the amorphous phase has the lowest free energy. It is precisely in this
region that amorphous phases are observed following ion mixing of NiZr at low temperature.
Although at an early stage there will be enough energy in the ion indiced collision spike to form
metastable solid solutions, the system relaxes to the lowest free energy state that it can reach
without long range diffusion. Note that crystalline compound phases have not been included in
the diagram of fig. 11. For compounds to form not only nucleation of the crystalline phase is
needed but also long range diffusion. If ion mixing is done at low enough temperatures only
polymorphous transitions in the phase diagram will occur and thus the system will go through
the metastable solid solution down into the amorphous state in the composition range of 10-
90%, outside this region on the one hand the hcp structure has the lowest free energy, on the
other it is the fcc metastable solid solution that is expected to form. For the other Zr based alloys
similar diagrams can be constructed and the above arguments may be applied, see fig. 11. The
experimentally observed glass forming ranges are consistent with the picture where phases form
during ion mixing that have the lowest free energy and that can be reached in polymorphous
transitions, i.e. without long range diffusion.
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ION BEAN MIXING OF METALS AND CERAMICS - MATERIAL CONSIDERATIONS*

CARL J. McHARGUE*

Metals and Ceramics Division, Oak Ridge National Laboratory,
Oak Ridge, Tennessee 37831-6118

1. INTRODUCTION
Most studies on ion beam mixing have been concerned with metal-metal or

metal-silicon systems. The great activity in this field is attested by the
fact that a 1983 review tabulated data for 38 bilayer and 25 multilayer
systems (1). The initial models for mixing focused on the dynamics of ion-
solid interactions and produced models based on direct recoils, cascades,
and enhanced diffusion due to radiation-produced defects.

An earlier chapter contains a description of ion beam mixing processes and
the mechanisms that have been proposed to describe material transport across
the layer/substrate interface. In this chapter, the issues raised by the
application of ion beam mixing to a system where at least one component is
an insulating compound, e.g., a ceramic, are discussed. In order to narrow
the subject, this chapter will deal with some of the questions arising from
ion bombardment of thin metal films and insulator substrate systems.
Much of the interest In Ion beam mixing as applied to metal-insulator

couples arises from the observation that bombardment with an ion beam often
increases the adhesion of the film to the substrate. However, this chapter
will not address that issue but will discuss the role of the materials pro-
perties that influence the microstructures so produced.

2. THERMODYNAMICS AND MIXING
Recent studies have suggested that the thermochemical properties of the

participating species exert important effects. The compositions of layers
formed at the interface between metal films and substrates (in the bilayer
configuration) are often those that form during thermal annealing (2-5). In
the case of transition metal-silicon systems, Lau et al. (4) have correlated
the metal silicide formation during ion irradiation with the stable phases
that lie near eutectic compositions in the respective equilibrium phase
diagrams.
It has been proposed that the enthalpy of reaction between the metal and

substrate is an important parameter In determining the nature of the inter-
facial reactions that occur during ion irradition. For metal-metal couples,
Westendorp et al. (6) and Wang et al. (7) associated mixng rates with the
solubility of the metals, which is determined in part by the enthalpy of
chemical mixing. D'Heurle et al. (8) correlated the amount of mixing
between metal bilayers with the square of the electronegativity difference
between the constituent metals. The electronegativity is proportional to
the enthalpy of mixing.

*Research sponsored by the Division of Materials Sciences, U.S. Department
of Energy, under contract DE-ACO5-840R21400 with the Martin Marietta Energy
Systems, Inc.
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Observations in differences in the amount of mixing induced in colli-
sionally similar but chemically different systems again suggests that
cascade mixing is strongly influenced by local chemical processes. The
systems Cu-Au-Cu and Cu-W-Cu are collisionally similar (i.e., the relative
masses Cu/Au and Cu/W are similar) but are quite different chemically
(thermodynamically). The equilibrium phase diagrams show extensive solid
solubility for Cu and Au and the formation of ordered intermediate phases
whereas Cu and W are essentially immiscible. The amount of mixing in the
Cu-W-Cu samples was about that expected from calculations of recoil mixing
alone while that in the Cu-Au-Cu samples was an order of magnitude
greater (2).

Starting with the premise that the variations in collisionally similar
but chemically-dissimilar systems can be explained by thermodynamic charac-
teristics, Johnson and co-workers (9) proposed a model in which the
final distribution of chemical species is determined by chemically biased
diffusion within a thermal spike. This model uses the differences in
enthalpies of mixing (AHm) and cohesive energies ({Hc) to analyze the
variations in the amount of mixing between systems with similar collisional
properties. Their experiments involved both heavy ions and heavy metal
matrices (Z > 20) where dense collision cascades are likely to occur and low
temperature irradiation where radiation-enhanced-diffusion is suppressed.
The model predicts a mixing rate given as

d(4 Dt) C £2H m
de = K1 p' (AHc) (1 + K2 - ) , (1)

where (4 Dt) is the variance of the spreading at the bilayer interface,
$ is the ion fluence, e is the energy deposited per unit path length,
p is the average atomic density, and KI and K2 are fitting constants.

Figure 1 shows the correlation between a normalized mixing parameter and
AHm/AHc for bilayers of 4d-5d metals irradiated with 600 keV Xe++ at 77 K.
In this correlation, a regular solution model is assumed and the values of
AHm, AHc, and p used are those for a composition of A,,B,,.
In an attempt to rationalize many observations on metastable phase for-

mation during ion mixing, Lilienfield et al. (13) qualitatively introduced
kinetic factors in their guidelines. Crystallinc pnases form during mixing
for constituents that normally form: (a) solid solutions with extended
solubilities; (b) intemetallic compounds with simple crystal structures
(e.g. CsCl-type) with wide phase fields; or (c) complex crystal structures
with high atomic mobility. Amorphous alloys result during mixing if the
constituents normally form compounds with simple crystal structures but with
narrow phase fields or complex crystal structures.
The enthalpy of formation (AHf) or the free energy of formation (AGf) has

often been used to predict the behavior of metallization wherein thin metal
films are deposited on various substrates. Pretorius et al. (14) considered
the heats (or enthalpy) of formation for all reactions of the type

SWO, + Mx 4 MySi + Mx-y O (2)

for a series of transition metals in contact with Si0 2 at 800
0C. If the sum

of the enthalpies of the products was less than that of the reactants, it
was assumed that a chemical reaction should occur. In this experiment, the
calculations and observations agreed with the exception of Cr and Mn which
were borderline cases.
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FIGURE 1. Correlation between the normalized mixing parameter and AHmix/
AHcoh for bilayers irradiated with 600 keV Xe++ (ref. 12).

Banwell et al. (15) used the same approach to analyze ion beam mixed
samples of Cr, Ni, and Ti on SlO 2 substrates. Farlow and co-workers (16)
tested this enthalpy rule for beam mixing of 33 materials combinations and
reported that mixing always occurred when predicted. However, mixing occa-
sionally occurred when not predicted by the calculation. The use of the
enthalpy rule to predict or rationalize results of ion mixing experiments
has become common, although as will be discussed later, this approach can
lead to incorrect conclusions.

3. ION-SOLID INTERACTIONS IN CERAMICS
Before proceeding to discuss the results of ion mixing experiments

involving insulators or ceramics, some discussion of chemical bonding,
crystal structure, and ternary multicomponent systems is required.
The interaction of energetic ions with ceramics differs from metals in a

number of significant ways. Ceramics contain two or more chemical species
distributed over at least two sublattices, usually in a very ordered manner.
Hence atom (ion) A is unlikely to be found at a B sublattice site. The
atoms have different atomic masses and the energy of displacement due to
elastic collisions may be different. The influence of these factors on
damage (defect) production was discussed in the paper by Parkin in these
proceedings. There is a range of chemical bonding types in the materials of
interest; ionic to covalent to "metallic-like." The type of bonding
influences the kind of defects that are produced during irradiation which,
In turn, may influence the mobility of various atomic species. In ionic
crystals, the introduction of a defect (or impurity) must provide for local
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electrical neutrality and charged-point defects or impurity-point defect
complexes often are produced. Catlow has discussed the charge compensation
around impurities (17) in A1203 and Thevenard, in an earlier chapter, has
discussed the types of microstructures produced by irradiation.
3.1. Charge states of Implanted cations

Implantation of metallic Ions (cations) into Insulators must drive the
system toward some nonequtllbrium state since an excess positive charge is
Introduced unless the Implanted ions aggregate to form metallic precipita-
tes. Even though the ions occupy a well-defined charge state as they exit
from the accelerator, it is the residual charge state of the Implanted
species in the solid that will determine the nature of the defect state
created to compensate for the excess positive charge.
Among the methods that have been used to study the charge (valence) state

of implanted cations in insulators are conversion electron Massbauer
spectroscopy (CEMS), x-ray photoemission spectroscopy (XPS), extended x-ray
absorption fine structure (EXAFS), and x-ray absorption near-edge structure
(XANES).
The most definitive results have come from CEMS studies of iron implanted

into MgO (18), alkali halides (19), T10 2 (20), and A1203 (21,22). Some less
direct indications of the existence of a variety of charge states have been
obtained from XPS, and XANES/EXAFS studies of titanium-implanted
sapphire (23,24).
From a measurement of the Mdssbauer spectra from an implanted ion, one can

deduce infor ;ation about its electronic structure, its position in the
matrix, the local symmetry, and the local magnetic properties. Research
groups at the Oak Ridge National Laboratory and the University of Claude
Bernard have conducted a series of studies on the charge state of 5

7 Fe
implanted into sapphire at room temperature (1016 to 1017 Fe/cm 2, 160 keV)
(ref. 21,22). Conversion electron M6ssbauer spectroscopy was used in con-
junction with TEM and RBS-C.
Micrographs obtained by TEM show the as-implanted microstructure to con-

sist of tangled arrays of dislocations extending from the surface to a depth
of about 170 nm. The corresponding electron diffraction patterns showed
that the implanted zones remained crystalline.
The CEMS spectra measured at room temperature are given in Fig. 2. The

spectra consist of the superposition of several overlapping components. The
following components were identified on the basis of consistent sets of com-
puter fits for all the spectra: three quadrupole split doublets and one
single line. These components can be assigned to a ferric ion (Fe3+), two
forms of a ferrous ion (Fe2+ 1 and Fe2+Ii) and metallic iron (Fe

0 ). The
fluence dependence of the relative amount of each component is given in
Fig. 3.
The ferrous iron ions, Fe2+ , are described by two different quadrupole-

split doublets. The parameters for the Fe + component are similar to those
for the Fe-O bond in wustite (25). The Fe +,I component represents a more
ionic state and is consistent with iron in FeAl21O (ref. 24). Since
FeAl20, has a partly inverse spinel structure, the iron likely resides in
octahedral sites, consistent with the relatively large value of the isomer
shift (IS) observed. Essentially all the iron resides in the ferrous states
at the lower concentrations (fluences) of iron. The relative amount of Fe

2 +

decreases as the implantation fluence increases (Fig. 3), although the total
amount in each state continues to increase.
The ferric iron, Fe'+, is represented by a doublet having the parameters:

IS z0.22 mm.s- , quadrupole splitting (QS) z1.0 mmis -1 . These values are
comparable to those of iron substitutionally located in alumina (All-x
Fex)203 (ref. 12) and are indicative of covalent-distorted octahedral
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surroundings. The relative amount of this Fe3+ component increases from

about zero at 1 x 101' Fe/cm 2 to a maximum of 20% at 1 x 1017 Fe/cm 2.
The single line with IS =0 mms -' is attributed to small metallic iron

clusters (precipitates) which behave superparamagnetically. The spectra
taken at 77 K were similar to the room temperature spectra (Fig. 2e) but
those taken at 4 K show magnetic splitting. The spectrum taken at 4 K indi-
cates a superparamagnetic sextet and the Fe2+ doublet which distorts the
symmetry of the line shapes. Thus, this component arises from small
metallic clusters or precipitates with a size of z2 nm. The relative frac-
tion of this component increases with fluence and represents about 48% of
the implanted iron at the highest fluence. The presence of these small
metallic iron precipitates has been confirmed recently by a TEM study (28).

The equilibrium phase diagram for the Fe-Al-O system at 1000 0C is shown in
Fig. 4 of ref. 29. If thermodynamic equilibrium conditions were maintained
as Fe is added (implanted) to A120., the composition will follow the tie-
line between Fe and A1203 and a two-phase mixture of these components would
be formed. Slight deviations would be expected to give mixtures of Fe-Al
solid solution and A120, or iron + Fe(Fe,Al) 203 spinel + A1203 . The low-
fluence implants do not contain the implanted iron in such configurations.
The phase diagram suggests that the local regions are behaving more or less
independently, perhaps on a scale as small as the Individual cascade or
thermal spike.

Metal U44W

TOeld Fe M as w O s

FIGURE 4. The Fe-Al-O phase diagram at IO00°0C (ref. 29).
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Similar studies have been conducted on iron-implanted alkali halides (19),
MgO (18), and TiO (3). The spectra from Lil, NaF, NaCl, KIF, KBr, KI, and
RbCl are consistent with the implanted iron being in the Fe3+ state on
cation sites and associated with two vacancies (V--Fe3+_V-). Additional
defect complexes could not be ruled out. The CEMS spectra for LiF and KCI
implanted with iron indicated that considerable fraction of Fe2+ and Fe0

were also present, amounting to 40 and 30%, respectively, of the total iron
content. The presence of Fe2+ might have been associated with second-phase
precipitates or other Fe-V complexes.
The three charge states Fes+, Fe2+ , and Fe0 were also found in MgO. In

that material, most (>70%) of the Iron occupied the Fe2+ state at low fluen-
ces and relative occupancy of this state decreased with an increase in the
Fe2+ and Fe0 states at higher fluences. About 3-5% of the iron was present
as metallic clusters at a fluence of 8 x 101" Fe/cm2 (100 keV). The results
suggest that Fe3+ in M90 exists only as an isolated impurity. The presence
of another iron Ion at a distance closer than four coordination spheres
(cation) causes a change of the valence state, to either Fe2+ or Fe0 . The
Fe2 +11 state represents the probability of finding one other iron as a
closer neighbor (i.e. in the first cation coordination sphere), while the
Fe2 +I state represents a random distribution. The concentration of Fe0 is
proportional to the probability of finding three or more iron atoms in
neighboring cation sites.
The studies of the charge state of titanium implanted into sapphire (23,24)

indicate a range of charge states to exist in the implanted state but few
conclusions can be drawn regarding their exact nature and relative amounts.
Bull's AES data (24) suggested the presence of metallic titanium, but its pre-
sence was not confirmed by other measurements.
Annealing the iron-implanted sapphire in oxygen oxidizes the implanted

iron to the ferric state (Fea+) and the final structure is a mixture of
A10 3 and a defect-spinel (FexAl1x)1Oz. This spinel is similar in struc-
ture to y-A120 and contains all the iron in the 3+ state. In this
annealing, oxygen is added to the system by diffusion from the surface.
Annealing in hydrogen reduces the iron to the metallic state Fe° and TEM
photographs confirm the presence of large a-Fe particles.
3.2. Amorphization of sapphire by ion bombardment

Sapphire can be rendered amorphous by displacement damage if the implan-
tation temperature is low enough to suppress dynamic recovery events (30-32).
Stoichiometric implants of A1(4 x 1016 Al/cm2, 90 keY) plus 0(6 x 1016 O/cm2 ,
55 keV) were made using substrate temperatures of 77 K. Both TEM and RBS-C
measurements confirmed the presence of an amorphous surface layer approxima-
tely 155 nm thick. This fluence corresponds to damage of 2 to 3 displace-
ments per atom (dpa). Similar results were obtained for implantation of Cr
(3 x 1011 Cr/cm2 , 150 keV) and Ti(10"6 Ti/cm2 , 150 keV) at 77 K.
Implantation of Cr and Ti at room temperature produced a damaged

crystalline surface layer containing large numbers of dislocation loops and
tangles. The lattice disorder measured by RBS-C saturated at a value of
X = 0.67 at about 10 dpa and remained at that level to a fluence
corresponding to 110 dpa.
There are clear indications that in other instances, "chemical" effects

may be involved in the amorphization of sapphire. Figure 5 shows the
disorder (by RBS-C) in the Al-sublattice produced by several cations for
300 K substrate temperatures. The defect structures produced by Cr, Ti, and
Nb are similar but more disorder is produced by Zr-implantation and the
amorphous state is reached at about 90 dpa for Zr-implantation. Implanta-
tion with Nb to the same fluence and at the same energy produced the same
results as Cr-implantation; i.e., no amorphization. Since Zr and Nb differ
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FIGURE 5. Damage accumulation during implantation of ceramics.

by only one mass unit, the details of the cascades must be identical and the
amorphizatlon by Zr must be chemical in nature.
We do not know if the zirconium inhibits the dynamic recovery of

irradition-produced defects and thus increases the rate of damage accumula-
tion or acts during the quenching of the cascade to produce an amorphous
region. Recent TEM studies (33) show that the amorphous-crystalline
interfaces in buried amorphous layers is associated with a specific Zr con-
centration level rather than a specific damage level.
3.3. Stoichiometry in implanted ceramics
There have been several attempts to determine whether the disorder in the

two sublattices represents displacements in a stoichiometric ratio. The
experiments are usually based on RBS-C or nuclear reactions and have low
accuracies with respect to determining the number of displaced atoms (ions).

Naguib et al. (34), Turos et al. (35), and Drigo et al. (36) concluded
that Al- and 0-ions were displaced in approximately a 3:2 ratio for implants
of 40 keV Kr, 30 keV Pt or Xe, and 100 keY Pb, respectively, into A10 3.
The low fluence results of Naguib et al. and Drigo et al. seem to indicate a
greater number of oxygen displacements at low fluences but the ratio
approached 3:2 at higher fluences. Hart and co-workers (37) likewise
reported that implantation of Sb (9 x 1012 Sb/cm2, 40 keV) into SIC
displaced equal numbers of Si and C atoms.

The requirements to maintain stoichiometry in A1.0 3 are illustrated by the
results of Pells and Stathopoulos (38). Using electron bombardment in a high
voltage electron microscopy, these investigators determined that the displa-
cement energies for Al and 0 are 18 and 76 eV, respectively. By proper
selection of the electron energy, they could study the form of damage when
only Al ions could be displaced by elastic collisions. The damage observed
by TEM after irradiation at about 800 K consisted of pure edge dislocation
loops of interstitial character and faulted with respect to the Al-
sublattice. A model for formation of stoichiometric loops when only Al-ions
were being displaced was proposed. It assumes that the displaced Al-ions
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segregate to form a two-layer wide precipitate between an oxygen and an alu-
minum layer parallel to the (0001) plane. Oxygen diffuses from both sides
of the loop to restore the electrostatic balance and creates a four-layer
loop faulted on the cation lattice. Such a process would leave a
stoichiometric ratio of Al- and O-vacancies in the lattice.

4. THE "ENTHALPY RULE"
In the past, heat of formation (AHf) or Gibbs free energy of formation (AGf)

data have commonly been used to predict the interaction of thin metal films
on ceramic substrates. For example, the heats of formation of metal oxides
compared to SiO, has been used to predict the stability of various silicides
in contact with SiO2 substrates in oxidizing atmospheres (39). Pretorius
et al. (40) used a similar approach to predict the reactions of metal films
on Si0 2 substrates during vacuum annealing at 800

0C.
The concept that mixing will occur during ion irradiation if the reaction

enthalpy results in a net decrease in energy of the system has received con-
siderable attention (15,16,41-43). The approach has been to write balanced
chemical equations for all possible reactions between the metal film and the
insulator substrate. The standard enthalpies of formation, AH~f, for each
reaction is summed to give the enthalpy change (WHr) under standard con-
ditions. If AHr is negative for any one reaction between metal and
substrate, the enthalpy rule predicts mixing. If AHr is positive for all
possible reactions, the rule predicts no mixing and probably some sort of
segregation will occur. Strictly, the free energy change should be con-
sidered rather than enthalpy change but in solid-solid systems, the entropy
contribution is small.
Farlow and co-workers (16) published a survey of 33 metal film-substrate

combinations that had been subjected to bombardment by Xe or Kr (1-2 x 1014
ions/cm 2) and compared the occurrence or absence of mixing with the calcu-
lated enthalpy changes. The degree of mixing was determined from the RBS
spectra. Ballistic mixing was not considered to violate the enthalpy rule
and the possiblity of de-mixing was not considered.
A modified version of the table from Farlow et al. (16) is given as

Table 1. It should be noted that in some cases the thermodynamic data from
various sources gives significantly different results. In these material
combinations, there appears to be four exceptions to the "enthalpy rule,"
Nb/A1203 , V/A1202 , Si/ZrO2 , and Cr/SiO at 250C. In the case of Si/ZrO2,
Farlow et al. (16) proposed that the compound ZrSiO, (whose enthalpy is
lower than ZrO 2) formed and thus this system was not an exception to the
rule. Notice that all the exceptions exhibit mixing where the rule predicts
no mixing.

5. MIXING AND TERNARY PHASE DIAGRAMS
Beyers and co-workers (44,45) have proposed that ternary phase diagrams

should be used to predict and underestand reactions between thin metal films
and compound substrates. Singer and co-workers (46) have suggested that such
diagrams would provide more useful guidelines for mixing and/or phase forma-
tion than the enthalpy rule. The enthalpy rule considers all possible reac-
tions among the three elements (in the case of M/AxBv) and concludes that
mixing will occur if any reaction enthalpy is favorable. The phase diagram,
on the other hand, may indicate whether or not such a reaction occurs;
however, again under equilibrium conditions.
It is instructive to examine the results for observations on mixing

experiments involving Ti films on Si.N. substrates. Bhattacharya et al.
(43) studied the effects of 1.5 MeV Au+ on Ti/SiC and Ti/SiN, couples.
Mixing occurred at the Ti/SIC interface but not at the Ti/Si3 N, interface.
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TABLE 1. Mixing map for metal films - insulator substrates

Substrate A 120,3  ZrO2  SiOp Y P04  sic Si3 N4
Film\ (S.C.) S.C. ____(S.C.) (S.C.)

Au N N

Cu N N N N NSA SA SA SA SA

Cr N B N NM SMN NM

Ti N NY N
BM? NM SM NM __

Zr N BMS

NbB® M SM

Pd NNN

V ®SM_ _

w N NM N S

Al YBN N S

Te

PREDICTION BM =BALLISTIC MIXING
Y= YES ! NM =NO MIXING

N=NOSA = SEGREGATION /AGGLOMERATION SM =MIXING

,1, EXPERIMENT *Cr/SiOp SM at 25*C, NM at 600*C
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These authors note that there is a negative enthalpy for the reaction

Ti + SIC - TIC + Si (3)

and therefore mixing should occur.
The sign of the enthalpy of reaction for the Ti/SiN, couple depends upon

the assumed products. The reactions

3 TI + SI3N, - 3 TiSi + 4 N (4a)
and

3 Ti + 2 SiN4 - 3 TiSi2 + 8 N (4b)

both yield positive reaction enthalpies, indicating no mixing. However, the
reaction

4 Ti + Si2 N4 4 4 TIN + 3 Si (5)

has a negative enthalpy, indicating mixing should occur.
Singer and co-workers (46) used the schematic ternary diagram for the

system Ti-Si-N (shown in Fig. 6), to predict the phases that should form
during alloying Ti with SiN.. The compositions will fall on the dashed
line drawn from the Ti corner to SiN,. Until the concentration of Ti
reaches a value of about 35 at. %, the phase composition should be Si2N, +
TIN + Si. Only if the SiN, were the dilute component would the formation
of TiS 2 or TiS be expected.
Thus, it appears that the enthalpy rule may not be valid for this system.

Singer (47) determined the phase composition of SiN , implanted with Ti
(4 x 1017 Ti/cm 2, 190 keV) at -900 0C. The XPS and TEM examinations of the
hot implants showed the presence of TiN and perhaps SiN,, both as
crystalline phases. Low temperature (400C) implants apparently produced
an amorphous Si2 N "stuffed" with Ti and there was no evidence for any com-
pound formation.

6. SOME RESULTS OF BOMBARDING METAL-INSULATOR COUPLES
Romana et al. (48) have attempted to mix Au or Ag into sapphire with

1.5 MeV Xe+ at 77 and 300 K. Their RBS results suggests that only ballistic
mixing occurred and optical absorption measurements suggest that at least
some of the Au and Ag formed metal clusters or precipitates.
Mssbauer spectroscopy gives information on the "chemical" state and

environment of implanted or Ion beam mixed ions. This technique has been
used to study the structures produced by ion beam mixing of Fe/Si0 2
(ref. 49), Fe/Al202 (ref. 50), and Nb/Fe20, (ref. 51). The results of these
three studies have similar features. In each case the structure after high
fluence mixing contained very small a-Fe clusters or precipitates. In the
case of Fe/S10 2, the clusters were reported to be less than 10 nm in
diameter. In each system, an Iron oxide phase and a ternary phase con-
taining Iron, oxygen, and the other component was present after mixing. The
phases present are summarized in Table 2.

Also Included in this table are the results of a M~ssbauer study on iron
implanted into A120, at room temperature (21). At low fluences, i.e., very
dilute concentrations of Fe in A120., only the state Fe+ was observed; part
of It was in a FeO (wustite)-like bonding and part as In Fe A120.-bonds.
bonds. At high fluences, the same Fe2+ states were present but also the
states Fe+ [as In (AI,Fe)20,] and Fe' (metallic clusters of -2 nm size).
As much as 50% of the implanted iron was present as metallic clusters at a
fluence of 1017 Fe/cm2.
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FIGURE 6. Ti-Si-N phase diagram. T = 700 - 10000C (ref. 45).

TABLE 2. Phases identified by Mbssbauer spectroscopy.

Ion beam mixing

Nb/Fe20, Fe2+-Nb-0 phase
a-Fe precipitates

Fe/S102  Fe-silicate
Fe2+ in oxide phase
Fe0 clusters

Fe/A120, Low fluence High fluence
Fe3+ in A1203  FeO-like bonds
FeO-like bonds FeAl.0,

Implantation

Fe into A1.0 3  Low fluence High fluence
FeO-ltke bonds FeO-like
FeA12O,-1ike bonds FeAl20,-like

(Al i-xFex)2O3
a-Fe clusters
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The enthalpy rule predicts no reaction for the three (Au,Ag.Fe) metals
with Al2 0 or for Fe with S1O 2 . However, strong reactions are indicated for
Nb with Fe203. Nevertheless metal precipitates formed in all instances and
reactions did occur for both Fe and Nb.
Zhang et al. (49) suggested that the iron first injected into SiO 2 is

quenched as a silicate or oxide and this is followed by radiation enhanced
diffusion to allow the iron to cluster and precipitate. Thus, process ther-
modynamics and kinetics both may play roles in determining the final
structure.
Farlow et al. (16) concluded that the RBS spectra for Zr/AI0 3 (Xe, 200

keV) could be described as ballistic mixing. However, Lewis and
McHargue (52) analyzed the RBS data for Zr/AI.O bombarded with 1 MeV Fe+

(2 x 1017 Fe/cm2 ) in terms of recoil mixing plus cascade or enhanced
diffusion. Figure 7 shows the concentration profile for Zr mixed into
A12 03 as well as the concentration profiles for diffusion and binary colli-
sion calculations.

Dol and co-workers (53) noted mixing occurred for Zr/Al203 when using N+
(2 x 1017 N/cm2 , 200 keY) as the mixing ion. Figure 8 shows their con-
centration profiles. These data indicate that a small amount of Al was
mixed into the Zr film but that a larger amount of Zr was transferred across
the interface into the A1203. Cross-sectional TEM examination did not
detect a distinct interface between the zirconium and sapphire after the ion
beam treatment. There was no evidence for a second phase in their TEM
micrographs.

Banwell and co-workers (15,54,55) conducted a series of experiments on
the mixing of transition metals with S102. The metals Ti, Cr, and Ni were
chosen on the basis of being collisionally similar but significantly
different with respect to chemical behavior with SiO 2 . There are many ther-
modynamically favorable reactions between Ti and SiO2, a few for Cr and
SiO2 and none for Ni and SiO2 . It was originally thought that such a series
would clarify the role of thermodynamics in the mixing of metals-insulators
as it had for metals with metals or semiconductors (6-10). However, at room
temperature and below, there was essentially no difference in the com-
position profiles after mixing although cross-section TEM examination showed
differences in the physical form of the metals. The Ti samples exhibited
crystalline clusters and a band of amorphous or partly crystalline material.
The lattice spacings of the crystalline clusters and XPS data indicated that
the crystalline phase was a titanium oxide, but the presence of TiSi, could
not be ruled out. There was no evidence for a crystalline phase or
clustering in the Cr specimens. Most of the nickel was located within a
5-nm region centered 5 nm from the interface. There were Ni-containing
crystalline clusters (2 nm diameter) that TEM and XPS indicated to be NiO.
The transport of the metals into S1O 2 appeared to be the same in spite of
their chemical differences. The chemical effects were expressed in the
final morphology (i.e., phases). Banwell et al. (55) argue that kinetic
constraints impede the influence of chemical driving forces in these systems
at room temperatures and below.

7. TEMPERATURE EFFECTS
The temperature of the substrate during ion bombardment significantly

affects the mixing processes but there have been few systematic studies to
date. Whereas, Banwell and co-workers (15,54,55) found little difference
in the concentration profiles for Ni, Ti, and Cr films on SiO, substrates
bombarded with Xe at 77 or 300 K. They did find differences in the
microstructure of the interface region. Using a substrate temperature of
750 K, however, gave strikingly different distributions of Ti and Cr compared
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to that for NI. Figure 9 shows plots of areal density of metal, (M)s, in
the SiO versus Xe fluence for 77, 300, and 750 K substrate temperatures.
Enhanced mixing is evident for both TI and Cr at 750 K while suppressed
mixing is indicated for Ni. The RBS profiles indicate that only the inter-
facial region was modified and the deeper portion of the metal profiles
(i.e., recoils) was unaltered. Unfortunately, this study did not provide
information on the microstructural differences.
Farlow and co-workers (16) reported that Cr was mixed into S10 2 at room

temperature but not at 6000C under ion beam conditions similar to those used
by Banwell et al. (15). The reason for the different results in these two
studies is not known.
Lewis and McHargue (52,56) reported that raising the substrate temperature

from 300 to 6000C caused a 50% increase in the amount of Cr transported
across the interface into A1203 when bombarding with 4 MeV iron ions. A
larger effect was evident for Zr films for which there was only slight
penetration at 300 0C but much more at 6000C. A further increase to 9000C
markedly decreased the mixing in the case of Cr films. Excessive evapora-
tion of the zirconium film in the vacuum chamber prevented that material
from being studied at 900 0C. The reason for the reversal in the effect of
temperature on the mixing of Cr into A1.0 3 is not known.

8. OPPORTUNITIES AND NEEDS FOR STUDY
It is clear that the field of ion beam mixing involving insulators

(ceramics) is in an early stage of understanding and application.
Relatively few material combinations have been studied and the range of
experimental conditions has been limited. The nature of the materials must
be a factor in selecting experimental conditions.
As discussed earlier, insulators include compounds that exhibit little or

no deviation from stoichiometry, those that contain constitutional defects,
and those with large deviations from stoichiometry. In the first instance,
mixing experiments that keeps the system as close to compositional
equilibrium may shed light on the mechanisms involved and the relative roles
of kinetics and thermodynamics. For example, mixing of an oxide film with
an oxide substrate, using combinations of soluble and insoluble oxides,
might be a better experiment than mixing a metal into an oxide. Another
approach might use oxygen as the mixing ion or inject oxygen with a second
accelerator during mixing. A comparison of mixing into a compound that has
varying stoichiometry versus one with a fixed stoichiometry would be useful.
Many of the transition metal nitrides, oxides, and carbides exhibit wide
phase fields and thus the ability to accommodate injected impurities.
Differences in bonding between oxides and nitrides offers an additional
parameter for study.
As previously discussed, few studies have explored the effect of tem-

perature, although its Influence has been shown to be large for some systems.
The cascade dansity can be varied by using ions of different masses and

energies. Systematic variation of these parameters can help separte the
contributions of various mixing mechanisms.

Future studies need to use a wider range of experimental techniques to
characterize the effects of ion bombardment on the system. Progress will be
much faster if information is obtained on the microstructure and the chemi-
cal environment of the various species.
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THE ROLE OF CHEMICAL DRIVING FORCES IN BOMBARDMENT-INDUCED
COMPOSITIONAL CHANGE

ROGER KELLY

IBM Research Division, T. J. Watson Research Center,
Yorktown Heights, NY 10598

1. INTRODUCTION
This constitutes part of a discussion on bombardment-induced compositional

change with alloys, oxides, oxysalts, and halides. Already treated are the
role of the surface binding energy (1), the role of bombardment-induced
Gibbsian segregation ("BIS") (2), as well as an extended version of the pre-
sent material (3). We here consider three aspects of what will be termed
chemical driving forces. We first consider how it is possible for BIS to
occur at all given the small numerical value of the driving force, 0.06 to
0.52 eV. The same is then done for bombardment-induced mixing, now
recognized to be chemically driven by the heat of mixing, now recognized to
be chemically driven by the heat of mixing, typically s1.3 eV (4,5). We
finally consider bombardment-induced decomposition, i.e. the characteristic
compositional changes found with many oxides and oxysalts. In early work
these changes were normally inferred from electron diffraction (e.g. 6) or
AES (e.g. 7), but more recently there has been an increasing use of XPS
("x-ray photoelectron spectroscopy"), thence the possibility of confirming
valence states which do not give stable bulk compounds (e.g. 8-11). A typi-
cal example of BIS is shown in Fig. 1 (12-14) and of decomposition in
Fig. 2 (10).

As already pointed out in (1-3), compositional change has been the subject
of both experimental and theoretical study for the past two decades.
Concerning theoretical work, we emphasized that work written before 1980
tended to emphasize preferential sputtering as triggered by differences of
mass, chemical binding, or volatility.

Mass is now regarded to be an important factor in preferential sputtering,
thence in compositional change, only under near-threshold conditions (7) and
in isotope sputtering (15). Chemical binding, reflectd explicitly in the
surface binding energy, was at one time the most popular framework for
explaining preferential sputtering, thence compositional change, with
alloys. It is easily shown (1,16), however, that chemical binding as mani-
fested in the surface binding energy should, at least with alloys, normally
lead to significantly smaller compositional changes than are observed; only
when it is manifested in BIS can chemical binding lead to large effects. On
the other hand, there is a hint that with oxides and halides the surface
binding energy may play an unsuspected role (1,17).
The role of volatility, i.e. of thermal sputtering, is more problematical

than that of mass or chemical binding. For example, differences in volati-
lity were found to explain many examples of 0 loss from oxides, with both
the correlation ("yes" or "no") and the required magnitude of the volatility
(102±1 atm at -4000 K) being reasonably correct for the systems then known
(18). Since then, many additional oxides have been shown to lose oxygen,
including some like ZrO2 (9) which have very low volatility. With alloys
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the best evidence for thermal sputtering relates to energy distributions, as
for Xe+ 4 Ag (19), which showed departures from the form expected for
cascade sputtering as if a thermal distribution were superimposed.
Temperatures of 20,000 to 30,000 K were implied, however, and this contra-
dicts the idea that a condensed phase cannot exceed its critical temperature
because of a "phase explosion" (20,21).

2. BOMBARDMENT-INDUCED SEGREGATION
We referred briefly in Section I to BIS, the most characteristic result of

which is the development of profiles as in Fig. 1 (12-14). Such profiles
are, we would emphasize, not exceptional but rather occur quite generally
(2). The crucial detail in the present context is that, assuming BIS to
resemble equilibrium segregation, then the driving force is only 0.06 to
0.52 eV, values which are very much less than the energies characterizing
particle bombardment, . 10 eV (columns 2 and 3 of Table 1).

Cheng et al. (4,5) have demonstrated that binary metallic systems showed
ion-beam mixing rates which correlated with the heats of mixing, i.e. for a
given fluence (dose)

(distance of mixing) 2 - AHm . [1]

Apparently a significant part of the driving force for the mixing is based
on chemical energy differences and we note that the magnitude, :1.3 eV, is
again small compared with incident particle or recoil energies (column 4 of
Table 1.

It is clear that there is an extreme disparity between the chemical energy
differences relevant to BIS or mixing (51.3 eV) and typical bombardment or
recoil energies. We will therefore reconsider these effects and attempt to
show a way out of the paradox.
In the case of BS, it is plausible to argue in terms of the underlying

process being ballistic but with some trajectories terminated by one or more
low-energy steps. The steps in question could be identified variously with
the interstitial migration postulated by Sigmund (22), the athermal
rearrangement seen in simulations by King and Benedek (23), or the "crystal
repair" seen in simulations by Harrison and Webb (24), where in each case
the process of interest occurred in the cooling phase of the cascade.
Whatever the exact details, in the bulk the low-energy steps are

necessarily random but in the outer 2 atom layers we suggest that they will
be directed and therefore lead to segregation (Fig. 3). We will call the
steps "chemically guided" and ask whether the jump rate is high enough to
explain BIS.

Consider the system Cu-Ni. In eight different studies of BIS the dose to
reach 80% of steady state lay between 5 x 105 and 3 x 1016 ions/cm 2

(25-32). The corresponding number of chemically guided steps per target
atom, rbt, follows using the standard formalism for the bombardment-induced
diffusion coefficient, Db (e.g. 33):

Dbt = (16)rb tmA 2 ; [2]

Frbt = f x 0.421 x (dE/dx)2AIEd x dose/Ns = 10 to 60.

Here mA is the average length of a ballistic trajectory, A is the mean ato-
mic spacing (0.225 nm for Cu-Ni), f is the fraction of ballistic trajec-
tories terminated In chemically guided steps (probably near unity), dE/dx is
about 0.7 x 1010 eV/cm for keV energies (34), the factor 2 approximates the
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TABLE 1. Examples of chemical energy differences which can act as driving
forces for change sin bombarded solids, the heat of segregation, alseq,
leads to BIS, while the heat of mixing, AHm, contributes to bombardment-
Induced mixing. AHseg is taken from ref. (2); AHm is taken mainly from
ref. (53) and applies to systems with 1:1 proportions. The entries AES,
FIM, ISS, and XPS are the usual acronyms referring to the methods of surface
analysis.

System AHseg (eV) AHseg (eV) AHm (eV)
(experimental from (experimental from
Arrhenius plots) individual data

points using Eq. (4)
with Aseg = 0)

Ag-Au ... 0.04-0.07 ISS -0.048
Ag-Pd 0.09-0.13 AES 0.02-0.04; 0.098 AES -0.052
Au-Cu 0.13 AES; 0.13 ISS 0.03-0.06 AES; -0.053

0.04-0.10 ISS
Au-Ni 0.52 AES; 0.45 ISS -0.4AES(a) +0.078
Au-Pd ... 0.05-0.13 AES; -0.081

0.09-0.11 1SS
Cr-Mo ... -0.02AES(b) +0.075
CU-Ni 0.42 ISS 0.21 FIM; 0.2-0.3 ISS +0.018
Cu-Pd 0.059 AES 0.02-0.07 AES -0.111
Cu-Pt ... 0.1-0.2 AES, XPS; -0.115

0.09-0.2 ISS
Mg-Al ... 0.1 AES -0.034
Mo-W ... -0.4 AES +0.021
Ni-Co 0.069; 0.18 AES 0.04-0.09 AES 0.000
Ni-Mo ... ...- 0.011
Ni-Pt 0.15; 0.25 AES; ...- 0.096

0.11-0.24 ISS
Pd-Ni 0.31 AES 0.06 AES -0.006

(a)This information is all for dilute Au. For concentrated Au, AHseg is
much lower, -0.07 (54).

(b)The information on the surface composition is not fully self-
consistent (55).
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CHEMICALLY GUDED STEP

BALLISTIC STEP FIGURE 3. Sketch of how chemical

A guidance could lead to BIS. Bombard-
ment of a target is envisaged as
leading to ballistic motion of target

..atoms with a fraction f of the tra-
S" jectories terminated by one or more

, low-energy steps. In the bulk these
steps are necessarily random (shown
as dashed circles) but in the outer
2 atom layers we suggest that they

B will be directed ("chemically
guided") and therefore lead to seg-
regation. This description is

A preferred to one based on a thermal
spike because the driving force for
segregation is so weak that a thermal

- spike would often violate the
condition of Eq. [6].

I 3 5 7 9 II 13

DEPTH (atom layers, X)

idea that segregation should occur for trajectories terminating in either of
the outer two atom layers, Ed, the displacement energy, is about 32 eV (35),
and Ns is the target surface number density (= A-

2 ). The kinetics of
equilibrium segregation are described adequately by (3,36,37):

-A(2) = KaA(2'); [3a]

aA(2') aA(3) - aA(3)( 1 
- 1K) exp( + ) x erfc(/2T 1 / 2 + T/ );

[3b]

= x!KA ; T =Dt/K 
,

where, in our usual notation, aI is the atom fraction of component i, "2" is
an atom-layer one position, "2"1 is a subsurface position, "3" is a bulk
position, and Kwhich is intended to be time-invariant) is related to the
equilibrium segregation ratio, Keq. Thus we have

K eq= ep(AGse=/kT) = 'A(2)aB(3),B(2)aA(3), [4]

so that K follows as

K = aA(2)/A(2,) = A(2)/xA(3)

= Keq/(-B( 3 ) aA(3)Keq)
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Here ".-". indicates "steady state". Equation [3a] describes the situation
in which segregation equilibrium between atom-layer one and two is instan-
taneous, thence time-invariant. Equation [3b] describes a uniform initial
distribution with a surface boundary condition (x = t = 0),

'A(2') = -A(3)/K,

which triggers a diffusional outflow into a finite reservoir.
For a 1:1 target such as Cua. oNio.w, Keq is very large (2) so that K is

of order 2. The condition for 80% of equilibrium segregation finally
follows as the solution at x = 0 of

-A(2)/K-A(3) = 0.80,

namely, t = Dt/K 2 A2 Z 1.0. Since we can write Dt = (1/6)rt A2 , the
corresponding number of jumps per target atom follows as

rt 6K2  20. [5]

The conclusion is that Fbt, Eq. [2], is similar to rt, Eq. [5]. This by
itself would suggest that the extent of BIS at ambient temperature would be
similar to that of equilibrium segregation, but a second effect intervenes:
the composition spike due to BIS will tend to be sputtered away. The final
result is that chemical guidance adequately explains BIS but that the extent
of BIS at ambient temperature will always be small.

We finally note that it would not always be correct to attribute BIS to a
thermal-spike type of process such as that advocated by Cheng et al. for
mixing (characteristic energy 1-2 eV (4), by Oostra et al. for heavy-ion
sputtering (characteristic energy 2-3 eV (19), or by Urbassek for cluster
formation (characteristic energy 0.5-1 eV (21). This is because of the
problem that chemical guidance, in the broadest sense, is possible only when
the driving force obeys the following:

(driving force) Z kT. [6]

3. BOMBARDMENT-INDUCED MIXING
With mixing the correlation of Eq. [1] can be shown (3) to lead to the

conclusion that the purely ballistic effect, seen for AHm = 0, is less
important by a factor of about 3 than the purely chemical effect. This is
why Cheng et al. (4,5) argued that mixing takes place in an intermediate
phase of the cascade when the average particle energy simulates a tem-
perature of 1-2 eV. Mixing was thus identified with a thermal-spike type of
process like thermal sputtering (18,19).
Although we cannot in general eliminate a thermal-spike interpretation,

there is the objection raised above: the AHm values leading to Eq. [1] in
part violate the condition of Eq. [6]. We therefore regard it as
appropriate at this point to propose an alternative in which chemical energy
differences could be important to mixing in a more general sense. We accept
the traditional view that mixing is initiated by a ballistic event
(22,38,39). Consider a ballistic mixing process expressed in the "diffusion
limit" (39). Then if 0 is the incident particle fluence (dose) and doi(z)
is the relocation cross section of component I, we have
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__dai(z) z + 2 -odoi(z ) z2

axx 2

where vI describes the drift velocity of component 1, Dbi is the
bombardment-induced diffusion coefficient of component i, and additional
terms to conserve sites (39) have been omitted. Consider Fig. 4. We iden-
tify Db1 with the ballistic part of each relocation and note that, if a
given atom is displaced n times in a bombardment and each time executes ran-
dom ballistic motion, then the total mean square distance moved along a
given axis is

0r cos 20 sin 0d 1

2220 2< z2 > = n mlA (1/3 )n m X2 . C71

0rsin Ode

Likewise, we identify vi with the low-energy terminal steps which occur in a
fraction f of the relocations and have an average length m2A-. Because of
this "v" the same atom executes an additional motion the mean square value
of which along a given axis has a maximum (fnm2A)

2 , but more generally can
be written approximately as

<Z2 > [fn(AHmIE*)m2 ] •2 , [8]

where E* is, judging from the results lying back of Eq. [1], of order
1-2 eV. (Equation [8] is not intended to be rigorous.) It follows that a
minor chemical perturbation, i.e. what we call a chemically guided step, of
a basically ballistic process could dominate as far as m is concerned.
The condition for this to be so is just Eq. [8] > Eq. [7], an inequality
which should be always valid if n or AHm is large enough.

4. BOMBARDMENT-INDUCED DECOMPOSITION
Four separate groups of authors (8-11) have examined a long series of oxi-

des and oxysalts by alternately bombarding them and studying the surfaces
with XPS. The latter serves to detect different valence states, especially
of cations and even when the states do not give stable bulk compounds.
Typical results are reproduced in Fig. 2 (10), while Table 2 summarizes most
of the results of Rabalais et al. (10,40-42) together with information on
Ti0 2 and V20,.

The trends in Table 2 are clear. Fixed valence systems lose a volatile
component (0, C, N, S) and at the same time evolve mainly to oxides rather
than to carbides, nitrides, or sulfides. Variable valence systems lose oxy-
gen and alkali metal or Ba or Ag (as is the case) and at the same time
evolve towards lower valence states.

The results for various oxides, this time of a wider group of authors, are
summarized in a different way in Fig. 5, which shows the enthalpy increases
(eV/atom) for the observed changes versus the number of atoms in the formula
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FIGURE 4. Sketch of how chemical
guidance could lead to bombardment-

C HICALLY GUIDED induced mixing. As in Fig. 3 it is
1.0 ----------- STEP 1 envisaged that the ballistic tra-

S / "",,,LLIST STEP jectories tend to be terminated by
• /-XI -"PROILEFL I / chemically guided steps. The

z o, (4D1)' 4  , O A 1,ballistic steps are random and there-
fore lead to a diffusion coefficient,

,D, whereas the guided steps are0.4,
SOAF a "_directed and lead to a drift velocity

L- v. For a sufficiently large number
0.2- - of jumps per atom, n, or for a large

o . ' I . enough driving force, AHm, drift
1 3 5 7 9 11 13 15 17 (Eq. [8]) will always dominate dif-

DEPTH (atom I0,sX) fusion (Eq. [7]). Also shown is the

mixing profile given by (l/2)erfc
[(x - xo)/(4Dt)1/2], with xo
= 9A and (4Dt)1/2 = 4A.

of the starting substance, i.e. the "complexity" of the substance. The
trend here is that a system will tolerate enthalpy increases up to about
0.7 eV/atom (marked with arrow), this result being independent of the
"complexity"; the systems HfO2 , Nb2Os, Sn0 2, Ta2Os, WO,, and ZrO2 , however,
constitute exceptions. We will overlook the stability claimed for Cu20
(43), as this substance lies near the limit of 0.7 eV/atom.
There are at least four ways to rationalize results as in Table 2 and

Fig. 5. The first concerns the surface binding energy, while the remaining
three are different aspects of bombardment-induced decomposition.
4.1. Surface binding energy

We have already discussed in detail the possible role of the surface
binding energy in governing compositional changes with oxides and oxysalts
(1,17). In brief, for oxides of group III and beyond and which are reaso-
nably ionic, the anion binding energy at an undisturbed surface should be
distinctly lower than the cation binding energy, an effect which is ten-
tatively supported by experiment (44). The binding energy argument would be
particularly relevant to the exceptions noted above: HfO2 , Nb2Os, etc. The
problem, as with the role of mass [Section 4.3(a) to follow], is the lack of
universality: e.g. why do Al20., Cr203 , and Si0 2 not show extensive 0 loss?
4.2. Stochastic rearrangement

Suppose that during the active phase of a cascade the atoms of, for
example, PbSO, become interchanged or otherwise uncoordinated. Then in the
cooling phase of the cascade the system would tend to re-establish local
order and one possibility is that the new order, thence stoichiometry, would
form randomly. To some extent this would be guided by a partial loss of a
volatile species, by diffusional transport, or by BIS [Section 4.3(d), to
follow]. One would then expect a wide range of products, with PbSO,, for
example, evolving to a mixture of PbO, Pb, and PbS. Since this is contrary
to what is observed (8), stochastic rearrangement is evidently not the domi-
nant process. Nevertheless, an element of such rearrangement is probably
relevant with most systems, as follows from these examples. CoO is largely
stable but evolves to a small extent to Coo either at ambient temperature
(45) or at k550 K (46). NiO yields Ni0 at Z400 K (46). Fe2O3 evolves
mainly to FeII but with some Fe0 also present (45).
4.3. Energy-limited rearrangement

We again suppose that a bombarded system tends to first become uncoor-
dinated but finally to re-establish local order. Then another possibility
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TABLE 2. Summary of compositional changes as observed by Rabalais et al.
(10,40-42) when oxides and oxysalts are bombarded with 4 keV Ar+ . The
surfaces were analyzed by XPS. Because of its importance, information on
Ti0 2 and V20, as studied mainly with XPS by other authors is included.

Substance Loss deduced by Fractional loss Ref.
assuming that one
cation is fixed(a)

Li2CO3  0.62CO2 + 0.38CO 0.82 (C) 10
BaCO3  0.78CO + 0.22CO2 0.84 (C) 10
TiO2  TiIV - TiII, Ti I I I  ... 9,45

LiNO3  0.7202 + 0.28N2  0.95 (N) 40

NaN03  0.6402 + 0.36N2  0.82 (N) 40
NaV03(b) V~v I V , VI I I  0.79 (Na), 0.46 (0) 41
V20 5 (c) VV  VIII...
NaNbO3  NbVNbII, Nb IV 0.84 (Na), 0.53 (0) 41
Nb205 Nb v  NbII, Nb IV 0.43 (0) 9,41,45
NaTaO3  TaV. -Ta 0 etc. 0.54 (Na), 0.48 (0) 41
Ta205  TaV - Ta I I , Ta0 orTaI , TaIV 0.43 (0) 9,41

Li2SO4  0.74SO3 + 0.2602 0.67 (S) 10
BaSO4  0.66SO 2 + 0.34S03 0.62 (S) 10
Li2CrO4  CrVI , CrIII 0.22 (Li), 0.51 (0) 42
Na2CrO4  CrVI , CrIII 0.61 (Na), 0.48 (0) 42
K2CrO 4  CrV! , CrIII -CrIII 0.69 (K), 0.45 (0) 42
BaCrO4  CrVI ,CrIII 0.13 (Ba), 0.32 (0) 42
Cr 20 3(d) unestablished - CrI i  none 42

Na 2MoO 4  MoVI 4 MoIV, Mo0  0.35 (Na), 0.38 (0) 41
Mo0 3 (e) MoVI - MoIV 0.56 (0) 41
Li2WO4  WVI , WO etc. 0.69 (Li), 0.49 (0) 41
Na2WO4  WVI - W0 etc. 0.68 (Na), 0.53 (0) 41
Ag2WO4  wVI *WO etc. 0.75 (Ag), 0.54 (0) 41
W03  WVI - WO etc. 0.55 (0) 41

(a)For example, with Li2CO, Li was taken as fixed, but with Li2CrO Cr was

taken as fixed.
(b)As in Fig. 8 aod not Table 3 of ref. (41).
(c)Electron diffraction (56).
(d)Described as "(NH,) 2 CrO" but in fact evolved to Cr20.
(e)Described as "MOO2" but "MoO." is more accurate.
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FIGURE 5. Diagram of enthalpy increase per atom (eV/atom) versus atoms in
the formula, i.e. the "complexity", for various bombarded oxides. A solid
line indicates that the oxide reduced, a dashed line that it did not, with
the two categories separated at about 0.7 eV/atom (arrow). This figure
constitutes a trend analysis appropriate to energy-limited rearrangement as
discussed in Section 4.3. Details are as follows: column 1.5 (reduction to
metal), column 2.0 (reduction to Cu, Pd, Cu20, Pb, Ni, Co, Sn, Zn, Nb),
column 2.5 (reduction to FeO,, VO, TiO, Fe, Cr, Al), column 3.0 (reduction
to PbO, Ti203 , Pb, SnO, TiO, Mo, Si, Zr, Hf), column 3.5 (reduction to Nb0 2,
V203, interpolated TaO,, VO, NbO, interpolated TaO, Ta), column 4.0
(reduction to Cr203, U02, MoO 2, W02, Cr, Mo, U, W).



145

is that this change is energy (enthalpy) limited, i.e. constitutes what is
effectively a bombardment-Induced phase change. For example, PbSO., known
to evolve mainly to PbO rather than Pb or PbS (8), will be assumed to do so
because the energy increase is 0.42 eV/atom In the first case, 0.80 in the
second, and 1.42 in the third. One Is thus again dealing with energy dif-
ferences which, in units of eV/atom, are similar to those involved In BIS
and mixing (Table 1).
The argument at this stage is imperfect, as it does not explain why the

system did not return to PbSO*, given that PbSO, constitutes the lowest
energy state. By contrast, in BIS and mixing the final state that is obser-
ved Is that of lowest energy. One can propose a number of reasons why the
system might tend to avoid the state PbSO, (or whatever was the ground
state), although, as will be clear, no one explanation appears to cover all
systems.

(a) Mass differences: Mass is most clearly relevant under near-theshold
conditions, including with A1203 (7), PbO (47), and Ta20, (7). Neverthe-
less, even at higher energies near-threshold behavior might be expected for
large enough mass differences, and this would explain why W03 reduced to
products including WO but MoOs mainly to MoIV or why Ta205 yielded products
including TaO or Ta but Nb205 stopped at NbIl (Table 2).
(b) Bombardment-induced amorphization: If the amorphization process is

taken as being equivalent to fusion, then with PbS04 one can expect a
ground-state energy increase of 0.07 eV/atom, whence a decrease in the
energy needed for formation of PbO from 0.42 to 0.35 eV/atom. This is an
unimportant change, though with some systems the change Is larger, e.g.
about 0.26 eV/atom [average from (48)] for oxides of the type MO. Indeed,
as seen in Fig. 5, the latter change is sufficient to justify the recent
claim that bombarded SnO 2 evolves to SnO (49).

(c) Point-defect accumulation: Fecht and Johnson (50) have argued that
point-defect accumulation can cause a phase to become unstable. For
example, they show that Al would amorphize if it acquired 5% vacancies, a
number that is obtained by comparing the vacancy formation energy [0.7 eV
(51)] with the heat of fusion [<0.11 eV for temperatures below the glass
transition temperature (50)]. Considering now PbSO4, then a possible
(though simplistic) description of a high oxygen vacancy concentration is
the formation of PbSO., leading to a ground-state energy increase of
:0.43 eV/atom. With such an increase, together with amorphization, it is
possible that PbSO4 would become unstable.
(d) Volatility, diffusional transport, BIS: To some extent the evolution

of PbSO, to PbO will be conditioned by the volatility of 02, S02, and SOS.
This effect is clearly not as important as it might seem, however, as it
would be expected to lead to a universal decomposition of all oxides and
oxysalts, for example A120., Cr20,, and 510. Ease of diffuslonal transport
is somewhat different and in principal plays a role with selected systems.
From a thermodynamic point of view these should either not lose 0 at all
(HfO2 , SnO., ZrO) or should lose less 0 than is observed (Nb2O,, Ta2O.,
W0). The key may lie in the fact that in most cases the diffusion coef-
ficient for 0 transport in substoichiometric material is unusually large
(3). Finally there is BIS. Very little is known about this effect with
oxides or oxysalts except for the unique example of Na2-SiO 2 (52). Here
bombardment led to a profile like that of an alloy as in Fig. 1, thence to
Na loss.
4.4. Equilibrium rearrangement
If the system underwent equilibrium decomposition at the transient high

temperature ("thermal spike") which is conventionally assumed to exist
during the cooling phase of a cascade, then changes essentially as observed
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could be expected. This was the point of view taken to explain 0 loss from
oxides (18) and the loss of both alkali metals and other volatile species
from oxysalts (41). We note, first of all, that this mechanism does not
avoid the problematical cases such as HfO2 , Nb2O,, etc.: i.e. just as they
lie at the top of Fig. 5, they also lack volatility.
The mechanism has never been properly tested, the current situation being

that most tests are either a trend analysis (18,41) or are based on experi-
ments (19) which are inconclusive. Our position is the same as with BIS and
mixing. Although we cannot disprove a thermal-spike interpretation we can
propose an alternative in which chemical energy differences are important
(a) without regard to the inequality of Eq. [6], (b) without violating the
problem of a phase explosion (20,21), and (c) without the more general
objection that the mechanism requires chemical changes to occur in an
assumed equilibrium during a highly proscribed time interval similar to
10-12 to 10-' s. The alternative was given in Section 4.3.

5. DISCUSSION
Recent experiments suggest that weak chemical driving forces play a major

role in bombarded targets even when, for reasons of extreme energy
disparity, it might be difficult to understand why this should be so. With
BIS the basic result is that bombarded alloys show segregation in the same
sense, although to a factor of 10-100 lesser extent, than equilibrated
alloys (2,3). The driving force is 0.06 to 0.52 eV/atom (Table 1) and we
have suggested that the result becomes understandable if a fraction f of
ballistic trajectories within the outer 2 atom layers of the target Ts ter-
minated by one or more low-energy, chemically guided steps (Fig. 3). This
mechanism always satisfies the inequality of Eq. [6] and is therefore more
satisfactory than a thermal-spike model. With bombardment-induced mixing
the prime result is that of Cheng et al. (4,5), who found that the extent of
mixing scaled with the heat of mixing, Eq. [1]. This implies a driving
force of, typically, :1.3 eV/atom (Table 1). A very similar model as with
segregation is proposed (Fig. 4) and again there is the general caution that
a thermal-spike model will often violate the condition of Eq. [6]. Finally
we have considered what has been termed bombardment-induced decomposition.
This is a multifaceted phenomenon in which bombarded oxides lose 0, sulfates
lose S and 0, and other systems lose, as is appropriate, alkali metal, Ba,
Ag, C, N, etc., the result being an energy increase of -0.7 eV/atom (Fig. 5).
The idea of a chemical driving force is here at first sight unfavorable in
that the "ground state" (e.g. PbSO) has a lower energy than the observed
product (e.g. PbO). The point of view of Fecht and Johnson (50) is rele-
vant, however, which is that if there are sufficient bombardment-induced
vacancies (simplistically, conversion of PbSO, to PbSO3 ) then the ground
state will be unstable. This is how Fecht and Johnson described
bombardment-induced amorphizatlon and other phase changes, processes which
we see now to be related to those that are discussed here. Besides point-
defect accumulation, the changes will also be aided by amorphization, vola-
tility, diffusional transport, and BIS.
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1. INTRODUCTION
The study of defect creation in ion bombarded ceramics is inherently

complex due to the fact that first these materials are polyatomic solids
having complicated structure and bonding, and secondly ion implantation is a
non homogeneous process of defect creation which occurs out of thermodynamic
equilibrium. In this lecture we have chosen to emphasize damage effects in
ion implanted ceramics such as MgO and TiO 2 . After a brief review on well
characterized defects in simple ionic crystals, the intrinsic defect
creation is described with regard to particle-matter interaction.
In the case of high energy particles, the track effect associated with

electronic energy loss processes is interpreted by using a model of defect
creation surrounding the particle trajectories. For low energy ion irra-
diation, atomic collision processes are preponderant and defects are created
in small volumes associated with dense collision cascades. The kinetics of
point or extended defect creation associated with the nuclear energy loss
processes are explained by using a model which takes into account the recom-
bination of defects.
An important part of this lecture deals with the extrinsic defects due to

the implanted particles in the lattice: microstructural modifications in the
implanted layer associated with bonding and charge transfer effects are
pointed out in relation with critical parameters such as local concentration,
chemical state and site location of the implanted species and temperature.
Finally, the aggregation and precipitation or dissolution mechanisms respon-
sible for new phase formation in ceramics are presented and discussed taking
into account the high energy deposition and the high concentration of defects
characteristic of ion bombarded solids. The consequences of the interac-
tions of energetic ions with insulating materials span a wide range of
aspects which can be divided into three major categories with regard to the
interactions:
(1) Excitations and ionizations of the electrons of the solid which arise

at all ion energies are preponderant at high velocities. The consequences
of electronic collisions are important in insulating materials particularly
those which present a high degree of ionicity: they can result in intrinsic
defect production electron-hole pair generation, luminescence, change in the
valence state of impurities, sputtering, new molecule formation, break in
chemical bond, secondary electron emission, and radiation emission.
(2) Atomic collisions associated with direct momentum transfer from the

incident ions to the atoms of the solid, are preponderant at low velocities.
The consequences of nuclear collisions span intrinsic defect production,
atomic mixing, sputtering, molecule formation or molecule decomposition.
(3) The ion implantation process occurs when the particles lose all their

energy. The atomic addition in a solid can result in doping, new compound
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formation, new phase formation and specifically in insulators a "new che-

mistry" may govern the process.
The defect production in insulators with ion beams is evidently a complex

problem and a number of review papers and books on radiation damage and ion
implantation effects in insulators are available: Crawford and Slifkin (1),
Dupuy (2), Henderson and Hugues (3), Hobbs (4), Kelly (5), Matzke (6),
Henderson (7), Mazzoldi (8), Arnold and Borders (9), Wilson and Webb (10),
Clinard and Hobbs (11), Mazzoldi and Arnold (12), Thevenard and Perez (13).
The complexity of the topic is due to the fact that generally the bombarded

insulators have complicated composition (two or multicomponent materials),
complicated bonding (from highly ionic to partially covalent). Then they
present a wide dispersion in damage response. As an example, Table 1 lists
the crystal structures, the packing of anions and cations of simple refrac-
tory oxides and the variation of the ionicity of the chemical bond is indi-
cated.

TABLE 1. Crystal structure of simple refractory oxides

Structure Anion Cation site occupancy Ionicity

MgO Rocksalt ccp* All octahedral 0.8

A1203  Corundum hcp** 2/3 octahedral 0.7

Ti0 2  Rutile hcp 1/2 octahedral 0.5

Mg2SiOl Olivine hcp 1/2 octahedral 0.4
1/8 tetrahedral

MgAl20, Spinel ccp 1/2 octahedral 0.6
1/8 tetrahedral

*ccp = cubic close packed.
**hcp = hexagonal close packed

The ion implantation consequences in insulating materials are strongly
different from those observed in metallic compounds as the implanted par-
ticles may have in the lattice different charge-states or may react and
establish chemical bonds with the host atoms.
The aim of this lecture is to review some aspects of defect creation and

new compound formation in ion bombarded insulators and the presentation will
be focused particularly in refractory oxides such as ceramics.
After a brief presentation of experimental techniques of characterization,

the lecture begins with the correlation between the defect creation in ionic
crystals and the electronic energy loss of high energetic particles. The
second part of the topic concerns the intrinsic defect creation and the
nuclear energy loss of the particles in refractory materials such as MgO.
The third part treat on the recovery and new compound formation by ion
implantation in MgO where the influence of different key parameters such as
the electronegativity, size, charge state of the implanted particles, the
dose, the temperature, the defects in the host lattice have been studied in
detail. The last part of the topic deals with ion implantation effects in a
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partially covalent ceramics: TiO,. The chemical bond formation between
implanted particles and atoms of the host lattice is studied in relation
with the associated intrinsic defect creation. The influence of the nature
of implanted ions on the chemical effects and on the extended defect
creation (planar precipitates, microtwins...) have been analyzed in detail.
The present topic has not the pretention to unify all the results obtained
in ion implanted insulators. In order to have an overview on this subject,
the student has to see in addition the topic presented by C. J. McHargue
on ion implantation effects in AI20, (this volume).

2. TECHNIQUES
The study of defect creation in materials is strongly dependent on the

experimental techniques available. In insulating materials, optical
measurements are useful to characterize point defects, aggregates or chemi-
cal bonding. The use of transmission electron microscopy TEM or HREM (high
resolution electron microscopy) or x-ray diffraction is essential for the
characterization of extended defects aggregates, precipitates and new com-
pounds. The Rutherford backscattering analysis (RBS) in random or channeled
position may give essential information on damage, depth distribution of
implanted ions, and location of these ions.
Nuclear techniques such as Mdssbauer spectroscopy give useful information

on the electronic structure of implanted Mdssbauer ions, the position in the
host lattice, and the local symmetry.
2.1. Optical spectroscopy

Point defects in ionic crystals have been well characterized by absorption
or emission optical spectroscopy. Point defects such as electrons trapped
in anion vacancies have energy levels within the band gap. The optical
absorption band shape of a defect depends on the electron-phonon interac-
tion. The coupling between the electronic and the vibrational motion is
defined by the Huang Rhys factor S. As a consequence of this coupling,
there is an energy shift Shw/I between the absorption band peak and the
emission band peak associated with a given defect, where hw/21T is the phonon
energy. For weak coupling S is lower than 1 and the energy is localized in
the zero phonon line and for strong coupling S is larger than 10 and the
optical bands are broad and structureless. The energy (or wavelength) posi-
tion of the absorption band or emission band is typical of a defect. In the
case of F-type centers in ionic crystals (LiF or MgO) the S factor is larger
than 10 and the absorption band are situated near 5 eV (250 nm).
For absorption measurements the wavelength range is generally 200 to

2000 nm, and the optical density, OD = log (Io/It) indicates the level of
absorption. 10 represents the intensity of the incident beam on the sample
and It the intensity of the transmitted beam.

The absorption coefficient a is given by a = 2.3 (OD/e) where e is the
thickness of the sample crossed by the optical beam. For a Gaussian band
shape the concentration N of defects is given by Smakula's formula:

N x f = 8.7 x 101 I n amax x AE defects x m-2

[n2 + 21

where f is the oscillator strength of the transition, amax the absorption
coefficient at peak height, n the refractive index, and AE the half width of
the band in eV.

For F-type centers, f is of the order of 1 and 1015 defects per cm-
2

absorb approximately 10% of the intensity of the light in a sample of 1 mm
thick. Optical measurements are then very useful to characterize defects at
low concentration in insulating materials.
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2.2. Electron microscopy
The observation of irradiated insulators by iransmission electron

microscopy is possible if the materials are lnsLislble to ionizing
radiation. The refractory oxides which are insensible to electron irra-
diation may be observed by this technique. The electrons that form the
image must pass through the specimen which then must have a thickness lower
than approximately 100 nm. TEM can be operated in different modes giving
different information about the specimen: bright-field, dark-field, and
selected-area diffraction. In bright-field the regions of the sample which
scatter electrons appear black and diffracted electrons are blocked by the
objective aperture. In dark-field only a selected diffracted beam is
allowed to pass through the objective aperture, then diffracting regions
appear bright and transmitting region black. Information can be obtained
about the crystallite orientation and crystalline defects. The diffraction
patterns give information on the crystal structures and orientations of dif-
ferent phases present in a sample. One inconvenience of the technique con-
cerns the sample preparation, as this is destructive.
2.3. X-ray diffraction at glancing incidence
This nondestructive technique gives information on crystalline structures

near the sample surface.
2.4. Rutherford backscattering spectroscopy
This technique uses light ion beams of energy in the MeV range. The

measurement of the energy of ions scattered by coulombic interaction with
nucleus of the target atoms gives information on:
--the concentration of impurities in a sample,
--the stoichiometry, and
--the depth distribution of implanted particles in a target.
The sensitivity of this analysis is about 1020 atoms-cm- 3 .

2.5. Mdssbauer spectroscopy
This technique is based on recoil-free emission of Y-rays by a radioactive

source and the resonant absorption of these y-rays by Mdssbauer nuclei in
the sample.

The resonance between the source (5 7Co for example) and the absorber (SFe
for example) is achieved by modulating the energy of the emitted y rays
using the Doppler effect. The source is displaced at a velocity v (in
mm.s-1); the velocity equal to zero is relative to metallic iron.

The Mdssbauer parameters are (14):
--the isomer shift IS which depends on the electronic density at the

nucleus givng the information on the oxidation states of iron and on the
bonding;

--the quadrupole splitting QS as influenced by any modification of the local
electric field gradient at the nucleus;

--the magnetic hyperfine field H which is the internal magnetic field at the
nucleus.
The information given by this technique are the electronic structure of

Mdssbauer ions in the host, their positions in the host lattice and the
local symmetry. In order to study implanted materials conversion electron
Mdssbauer spectroscopy (CEMS) is well adapted. After the absorption of Y
ray by Mdssbauer nucleus it decays by re-emitting a Y-ray or by emission of
an atomic s-level electron. The ratio of emitted electrons to re-emitted Y
is about 10. By measuring the emitted electrons, a near surface analysis
(about 100 nm) can be performed. The sensitivity of this technique
corresponds to 1015 5

7 Fe cm-2 .
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3. INTRINSIC DEFECT CREATION BY ELECTRONIC PROCESSES IN
HIGHLY IONIC MATERIALS: LiF and MgFe204

The type of energy deposition (electronic excitations or nuclear colli-
sions), the temperature, and the time scale are critical parameters for
defect creation in highly ionic materials. The energy deposition is
described in Fig. 1 which represents the two parts of the stopping power of
an energetic ion as a function of the square root of Lindhard's energy para-
meter e (15) (Se corresponds to electronic processes and Sn to nuclear
processes).

se FIGURE 1. Stopping
power of ions: Se

0 electronic energy loss,
0Sn nuclear energy loss
a sn as a function of

62/2 (ref. 1).

1 2 3 4 5 6 7 8 9 10 11 12 13

square root of reduced energy

Relative importance at these two modes can be shifted by the choice of the
ion mass and energy. The total energy deposition occurs within less than
10-13 sec and is strongly localized in a small volume surrounding the par-
ticle trajectory.
In lithium fluoride, the calculations of Fain (16) have shown that 90% of

the energy dissipated by electronic processes is deposed within a distance
of 10 nm from the particle trajectories. Taking into account the spatial
distribution of the energy deposited by the particle, the damage should be
created very close to classical trajectory in a volume called the "ion
track". The defect concentration is not homogeneous but there is a gradient
of damage of the ion track. A model for defect creation has been proposed
by Thevenard et al. (17) which takes into account this localization.
Following this model the concentration of defects created per unit area
should vary as an exponential law versus the ion dose *:

Cdefects • cm- 2 = Cmax exp (- tr2 )

where r is the track radius and Cmax the defect concentration at saturation.
Experimental results of defect creation (F centers) in LiF can be fitted
using this model. The track radius r associated with different particles in
LiF are reported on Table 2. These results suggest the following remarks:
(1) The track radius r deduced from the experimental results are mean

values assuming in a first approximation that defects are created at satura-
tion in a cylinder of radius r surrounding the particle trajectories.
(2) The track associated with a given particle has a geometry which

depends on the particle energy. A conic form of the track appears to be
more realistic than a cylinder one.
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TABLE 2. Track radius r associated with different particles in LiF

Ion Energy (MeV) Range (pm) Track radius (nm)

1H 2 35 1,3

3He 4 15,3 4,2

"0Ar 4 2,2 5,C
2H 28 2000 7,C

7Li 28 100 6,3

4He 56 1000 16,5

Unfortunately the track effects in LiF cannot be revealed by TEM obser-
vations as lithium fluoride is sensitive to electron irradiation. The con-
firmation of the existence of track effects associated with energetic
particles have been obtained recently by Treilleux et al. (18) in
MgFe20, bombarded with 3.4 GeV xenon ions. From TEM observations the
experimental track radius is about 2.5 nm. Track effects have also been
observed in Y3Fe10 2 by Houpert et al. (19).

The mechanisms which explain the track effect in such oxides are not very
clear as most of the oxides are insensitive to ionizing radiation.

Following Clinard and Hobbs (7) there are four criteria for efficient
coupling of the electronic energy losses to atomic displacement phenomena:
(1) An electronic excitation must be localized to one or a few atoms;
(2) The excitation must have a lifetime comparable to phonon period in

order to couple into a mechanical response;
(3) The available excitation energy must be comparable to the atom displa-

cement energy in its excited state; and
(4) An energy to momentum conversion mechanism must exist and compete

favorably with other excitation decay modes.
These four criteria imply that atomic displacement due to electronic exci-

tation will occur in highly ionic solids with univalent anion. Many ionic
oxides fail the energy criteria as the binding energy Eb due to coulombic
interactions is proportional to the square of the common ion charge Ze in
the lattice: Eb - 8Z2 (in eV). Thus radiolysis does not occur in most of
refractory oxides.

4. DEFECT CREATION BY NUCLEAR PROCESSES IN MgO
Magnesium oxide possesses a highly ionic binding and thus fails the energy

criteria for defect creation by electronic excitations. However, the
nuclear energy losses of energetic particles in MgO can result in defect
creation if the energy transfer to one atom of the lattice exceeds the
displacement energy. The two sublattices are affected by defect formation.
As the displacement energy for oxygen and magnesium is 60 and 64 eV, respec-
tively the concentrations of displaced oxygen and magnesium atoms are
the same. The p imary defects are F-type centers (electrons trapped in
anion vacancies), V-type centers associated with cation vacancies, and
interstitials which form perfect dislocation loops. F and F+-centers give



155

an optical absorption band at 250 nm and V centers at 570 nm. Evans et al.
(20) has shown that the defect creation in MgO bombarded with energetic rare
gas ions is correlated with nuclear energy losses of the particles and that
a saturation in point defect concentration is reached near 1021 defects-cm -3.
A typical growth curve for F-type center creation in MgO bombarded with 320
keV Rb+ is represented on Fig. 2. For low doses, a yield of about one F+

center per incident ion is observed. This is much lower than the displaced
oxygen atoms per incident ion given by LSS theory and indicates a high
degree of defect recombination.

15

FIGURE 2. F+

center growth
curve in MgO
bombarded at
300 K with 320
keV Rb4 ions

8 (ref. 22).
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The recombination volume for a vacancy can be deduced from the con-
centration at saturation. The value obtained is equal to 2 nm2 which
corresponds te a radius of 0.8 nm = 2 ao (ao MgO lattice parameter). The
F+ center creation varies as the logarithm of the dose. The kinetics
correspond to the evolution predicted by Hughes and Pooley (21). Extended
defect formation can occur in MgO bombarded with heavy ions at 300 K. Using
in-situ electron microscopy observations Treilleux (22) has shown that
dislocation loops are localized in fio planes. They are of interstitial
type and perfect in nature. A correlation between F+ type centers and
interstitials in the loops has been pointed out. Finally, it is not
possible to reach amorphization in MgO even for heavy ion bombardment and
very high doses > 1017 ions-cm- 2 .
The intrinsic defect evolution with annealing has been studied with regard

to the influence of the implanted ions. The evolution of normalized point
defect concentration with temperature anneal is represented in Fig. 3 for
Na+ , Ne+ , Mg+ implanted samples.
Vacancies are immobile in the temperature range 0 to 8000C as shown by

Chen et al. (23) In additive coloration samples and the decay of the F+

absorption band is mainly due to mobile interstitials which recombine with
vacancies. From Fig. 3, it clearly appears that these recombinations depend
on the nature of the implanted species due to the coupling between intersti-
tials and implanted particles. A correlation between the evolutions of the
intrinsic defects and the implanted particles seems to be evident. This is
confirmed by the study of the implanted particle evolution with temperature.

5. NEW PHASE FORMATION ASSOCIATED WITH THE IMPLANTED PARTICLES IN MgO
The metastable phases produced by a high dose implantation of metallic ions

into MgO have been studied in details with various ions in large doses and
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energy ranges. Two precipitation processes occur in MgO depending on the
implanted species and on temperature.
--The implanted particles can precipitate independently of the elements of
the matrix (Mg and 0) to form small metallic clusters embedded in the lat-
tice: e.g. Li, Na, K, Rb, Cs, Mg, and Fe.
--The implanted impurities can precipitate with elements of the matrix to
form new compounds: e.g. Fe, In, and Au.
5.1. Precipitate formation of extrinsic atoms
After implantation with alkali ions or magnesium ions and generally after

annealing at a temperature where intrinsic defects are mobile, the for-
mation of metallic precipitates of implanted particles occurs in MgO (24-27).
The growth of the clusters with time t at a given temperature T is described
by a power law t'/ which is consistent with low strain energy and a
dislocation- assisted diffusional process. The small clusters have been
identified by optical absorption (OA), transmission electron microscopy
(TEM) and x-ray diffraction. Figure 4 shows the typical optical absorption
evolution of annealing with the temperature of annealing for Li-, Na-, K-,
and Mg-implanted samples. The characteristics of these samples are listed
in Table 3: ion energy E, dose @, projected range Rp, range straggling ARp,
atom concentration. In addition, the Fermi velocities vF, the plasma energy
Ep and the cutoff wavelength Ac of each metal have been reported. The posi-
tion A of the optical absorption band of small spherical metallic precipita-
tes embedded in MgO depends on Ac of the metal and on the refractive index
no of MgO (28) by the relation:

A = Ac (1 + 2no2)1/2

The half width AE2 of this absorption band depends on the radius R of the
metallic aggregate'as:

VF
AE1l2 = h V ,

h is the Planck constant and vF the Fermi velocity). The calculated posi-
tion A* of the absorption band and the experimental value Aexp for metallic
clusters dispersed in MgO are reported in Table 2. A good agreement is
observed between the values A* and Aexp for the different implanted metals.
The displacement in the position of the absorption band with increasing tem-
perature of anneal is typical of the growth in size of the metallic
clusters.
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FIGURE 4. Optical absorption spectra evolution with the temperature of
anneal of MgO samples implanted with: (a) 5 x 1016 Li-CM-2 , 250 key;
(b) 5 x 10'' Na-CM-2 , 600 key; (c) 1017 K+-CM-, 450 keV; and
(d) 5 x 1016 Mg.CM-2 , 300 keV (ref. 22,24); 0o as implanted; A = 550OC;

U=6500C; A = 750 0C, ci 800*C; 4P = 850'C.
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TABLE 3. Summary of implantation and optical absorption parameters for MgO
implanted with metallic ions.

Ion Li Na K Mg

E (keV) 250 600 450 300

* (ion cm- 2) 5.101 ,  5.101 ,  1017 5.1016

Rp (nm) 650 610 300 320

ARp (nm) 80 76 67 60

Cmax (cm-2) 2,5-1021 2,5.1021 6.1021 3.1021

vF (m.s-1 ) 1,310' 1,1-106 0,9-101 1,610'

Ep (eV) 7,1 5,7 3,7 10,6

Ac (nm) 174 217 333 117

A* (nm) 460 570 880 310

7exp (nm) 450 500 900 340

The orientation relationship and structure of these clusters are strongly
influenced by the lattice as shown by TEM observations. An unusual face
centered cubic structure has been observed for lithium precipitates (size
smaller than 20 nm) which are in epitaxy with the matrix. For sizes larger
than 30 nm, the structure is bcc and the orientation with respect to the
matrix is (011) Li // (111) MgO and <111> Li // <011> MgO. The fcc struc-
ture is imposed by the MgO lattice in order to reduce the surface energy of
the precipitates. If a precipitate is in total coherency with the matrix
one metal atom replaces one MgO molecule and the interface energy is equal
to zero. More generally the interface energy is proportional to the surface
of the precipitate. The strain energy of a precipitate depends on both the
bulk modulus of the precipitate and the shear modulus of the matrix, and is
proportional to the precipitate volume. Then the "coherent to incoherent"
transition oc urs when the strain energy of a precipitate becomes higher
than the interfacial energy. The loss of coherency for a lithium precipi-
tate in MgO is obtained when the radius of a precipitate is of the order of
12 nm in good agreement with the experimental observations. The same calcu-
lations for Na, K, or Mg precipitates in MgO give the limits for coherency
of these precipitates: 0.5 nm (Na), 0.3 nm (K), and 1.4 nm (Mg), respec-
tively. These results explain why unusual phases of sodium, potassium or
magnesium have never been observed in small precipitates of these metals in
MgO.
5.2. Metastability of metallic clusters under ion bombardment: ion mixing

defects
The behavior of small metallic precipitates embedded in MgO when submitted

to a bombardment with energetic ions has been analyzed by optical absorption
and transmission electron microscopy. Strong modifications in the cluster
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concentration arise when collision cascades take place in the precipitates.
As shown, for example in Fig. 5, the optical absorption of metallic preci-
pitates (Na) decreases when they are bombarded with energetic ions (Ar)
(29).

0.8

FIGURE 5. Optical absorption spectra
Cof MgO crystal implanted with 2.7

x 10" Na+'cm- 2 , 53 keV; 0= annealed
30 min at 973 K and then implanted
with 107 keV Ar+ ions; N= 2 x 1013

SAr+'cm-; 0= 3.2 x 1014 Ar+-cm-2 ;
0 = 2 x 10'' Ar+-cm- 2 (ref. 31).
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This effect is not due to electronic energy loss processes, it depends
only on the nuclear energy losses of the bombarding particles. The area
under the absorption band at 540 nm due to Na metal is proportional to the
quantity of Na in metallic precipitate form. The reduction in band ampli-
tude can be ascribed to either the dispersion (re-solution) of Na atoms in
the MgO host, presumably due to the progressive break-up of the metallic
precipitates under the impact of the incident particles, or to a change in
the optical properties of the precipitates (from metallic to insulating).
However, as shown on Fig. 6, this progressive break-up mechanism is in
complete contradiction with in situ TEM observations (29-33) which show that
as opposed to the decrease of the absolute number of visible clusters their
average size is rather weakly affected by the ion bombardment.

In addition a "one-shot" effect is observed, i.e. a cluster that had not
been affected by the ion bombardment at a given fluence (1014 ions-cm- 2)
could become invisible after a further Implanted fluence of only 1012 par-
ticles'cm-2 . This result precludes an interpretation in terms of
progressive Na precipitate dissolution under the kinematical effect of
incoming ions since the latter process would lead to a significant reduction
in average precipitate size. Furthermore, though a precipitate becomes
invisible in a dark-field micrograph a careful study of the corresponding
bright field, micrograph reveals that a contrast remains at the place of the
precipitate. So, the particle bombardment does not lead to precipitate
disruption nor to a change in its size but does lead to a modification of
its structure and chemical nature. It is inferred that collision cascades
produced by the incident particles at the host matrix-precipitate interface
lead to the incorporation of host (Mg or 0) atoms into the metallic precipi-
tates. Because of their small size, the metallic clusters are at very high
pressure (several thousand atmospheres) and the mobility under irradiation
of oxygen Is then considerably enhanced inside the metal. Thus, the colli-
sion cascade at the interface essentially serves to trigger the inward dif-
fusion of the host constituents. These effects are reminiscent of ion beam
mixing processes and they strongly depend on the density of displacement
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(a) (b)

FIGURE 6. Dark field TEM images of Na precipitates in MgO crystal implanted
with 2.7 x 1016 Na+ cm-2, 53 keV: (a) subsequently annealed for 30 min at
973 K and then (b) bombarded iwth 8 x 1014 Na+*cm-2, 120 keV (ref. 29).

cascades as shown by Treilleux et al. (31). As shown on Fig. 7, 2 x 1014
Xe cnr 2 , 2 x 1015 Kr- cnr2, 1010 Ar cM-2 , and 2 x 1010 Ne-cM-2 have the same
efficiency for eliminating precipitates.
In all the experiments, mixing effects also affect the intrinsic defect

creation. The yield for F-center creation is enhanced when the metallic
clusters are 'Ire-dissolved" in the host tMg0, by comparison with the kinetics
in virgin MgO bombarded with the same ions at the same dose. This effect
points out that metallic clusters are associated with intrinsic defects:
their precipitation can take place in aggregate of intrinsic defects and
then their dissolution generates vacancies in MgO which increases the yield
for intrinsic defect creation.
5.3. Compound formation with host atoms

5.3.1. Oxide formation. Such a precipitation process is observed with iron
implanted in MgO. This study has been performed by Perez et al. (34,35) by
using M~ssbauer spectroscopy, TEM, and optical absorption. They have shown
that in as-implanted MgO samples iron is present in the lattice in different
charge-states: Fe"+, Fe 2+, and Fe0. The relative fraction of these charge-
states depends on the atomic concentration of implanted iron: Fe"4 is domi-
nant at low concentration (<10'5 ions-cm-2), Fe 2+ with two different
locations in the lattice (Fe 12+ in magnesio-wustite and Fel1 2l+ in dimers)
dominant at intermediate local concentration and finally Fe dominant at
large concentration (>1O17 ions- cm-2) in the form of small metallic precipi-
tates (<2 nm).
The effect of thermal annealing at 7000C in air is to convert the iron

mainly into Fe3+ ions, which is accompanied by some changes in the local
symietry. In the high temperature range (8-10000C) annealing processes in
air and in vacuum are drastically different. The formation of magneso-
ferrite precipitates coherent with the MgO structure was obtained by
annealing in air, whereas annealing in vacuum converted all iron to Fe.2

This result points out the key role of the oxygen partial pressure during
the annealing process.

5.3.2. Metallic alloy formation. The precipitation of a binary alloy has
been obser ed in MgO heavily implanted with indium and gold (34). After
annealing at 7000C, MgO samples implanted with about 1os Tn ics-2 contained
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small precinitates of a metallic alloy. Mg3In was identified both by TEM
and optical absorption. The alloy is crystallized in the hexagonal system
and it has a preferred orientation relationship with the MgO matrix.
In the case of gold implanted in MgO, gold precipitates were observed both

by TEM optical absorption and x-ray diffraction after annealing (<1000
0C).

They have the normal fcc structure and the size distribution is in the range
13 to 25 nm. For annealing at temperatures higher than 1000 0C two different
phases were identified: the metallic gold precipitates and a binary alloy
Au.Mg in the form of thin platelets crystallized in the hexagonal structure.

6. NEW PHASE FORMATION IN IMPLANTED TiO,
When investigating the properties of implanted rutile, one should take

into account the following characteristics of rutile:
--Ti0 2 has the rhombohedric structure.
--Octahedrally or tetrahedrally coordinated interstitial sites are possible.
--Titanium can exist in rutile in a variety of states as oxidized Ti4

+ or
reduced Ti3".

--Nonstoichiometry can occur in TiO 2 which can be accommodated by extended
defects, crystallographic shear structures or by the formation of Magneli
phases.

--The phase relations for the systems metal-titanium-oxygen solutions are
rather complicated.
There are only a few results on defect creation with high energy par-

ticles in covalent oxides like TiO 2 (36-42). Nevertheless, the ion implan-
tation effects in T10 2 are strongly different from those obtained in MgO.
Chemical defects can occur in implanted TiO 2 which is not the case in a
highly ionic oxide as MgO. The evidence of chemical effects has been shown
in TiO 2  implanted with protons, deuterons (38,41) and alkali ions (43). At
high doses precipitation of mixed oxides is observed together with the for-
mation of extended planar defects.

Iron ions implanted in rutile give rise to small platelets of pseudo-
brookite phase (44) and gold or silver ions form small metallic
aggregates (39).
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6.1. Evidence of chemical effects in TiO. implanted with protons or
deuterons

In order to separate the effects of the electronic and the nuclear part of
the energy losses from the implanted effects, TiO single crystals have been
implanted with 28 MeV deuterons and 56 MeV alpha particles. Optical absorp-
tion and conductivity measurements have been performed on the samples. The
irradiation of TIO2 samples with alpha particles does not lead to any
coloration along the particles paths and in the implanted area. If defects
are created they do not absorb light in the range 0.4-2 pm. This result is
surprising as nnnstoichiometric rutile TI02_x has a blue coloration due to
an optical absorption in the infrared region.

When irradiated with deuterons, TiO rutile exhibits a blue coloration in
the implanted area. The optical absorption is located at 1.35 pm and is
attributed to forbidden transition of Ti3 + .

The Ti3+ defect formation is associated with the formation of chemical
bonds between implanted deuterons and oxygen of the host matrix. The O-D
chemical bonds have been characterized by their optical absorption in the
infrared near 2510 cm-1 (Fig. 8). This absorption band increases linearly
with the ion dose for local concentration of deuterons lower than 31022

ions cm-3 . It has to be noted that Ti3+ ions created concomitantly with O-D
bonds induce a strong modification in the electrical properties of TiO. in
addition to the optical ones.

High resolution transmission electron microscopy observations on heavily
implanted TiO 2 with 50 keV deuterons (or protons) have shown that the high
density of defects induced by the ion implantation process leads to the for-
mation of dislocations and of microtwins with 11011 twin plane. Formation
of microtwins is obviously induced by the chemical reaction with deuterons
(or protons) since such twins are not observed in the implanted area of
TiO crystals implanted with rare gas ions which do not react with oxygen of
the host matrix.

Since doses of about 1019 deuterons-cm-2 (or protons) correspond to local
concentration of deuterons in TiO 2 nearly equal to the concentration of oxy-
gens, the formation of a TiO(OD) [or TiO(OH)] phase can be expected when
chemical reactions lead to the formation of O-D bonds (O-H bonds) (41,42).
The TiO(OD) or TiO(OH) phase has a structure almost identical to rutile and
then it can be expected to precipitate in twinned orientation with respect
to TiO 2 matrix.
6.2. Implantation effects with alkali ions
The formation of Tiz + defects is observed when TiO2 single crystals are

bombarded with alkali ions (40). The optical absorption band of these
defects is located near 1 pm. This absorption cannot be due to plasma
oscillations of free electrons in metallic precipitates formed with alkali
metal atoms.

As in implanted deuteron samples, the TI2 + defect creation should be
correlated with the formation of chemical bonds between implanted alkali
atoms and oxygens of the host lattice. The observations by TEM of implanted
rutile show that extended planar defects are formed. The electron diffrac-
tion patterns obtained on the planar defects point out additional spots,
Fig. 9. The interplanar distances deduced from the extra spots do not
correspond to those of known alkali metal, or alkali oxides or titanium
oxides. The formation of a mixed compound TlxOyMz where M is the alkali
metal is a realistic hypothesis, which is confirmed by x-ray diffraction at
glancing incidence. The synthesis of this new phase is certainly favored by
the existence of planar extended defects. The behavior of implanted alkali
particles in T1O 2 is strongly different from those observed in MgO.
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FIGURE 8. Infrared transmission spectra (FTIR) of rutile implanted with
50 keV deuterons at various doses: (a) before implantation; (b) 4 x 1016
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FIGURE 9. (a) Dark-field image (TEM) of TiO 2 implanted iwth 450 keV,
1017 K+-CM-2 ; (b) diffraction pattern with Ti0 2 spots (s) and additional
spots (x) attributed ot K2T103.



164

6.3. Iron implantation effects in titanium dioxide
The influence of bonding in the host matrix is not of great importance for

defining the charge states of implanted iron: Fe2+ state is found predomi-
nantly as in MgO.

The existence of planar extended defects in T10 2 favors the precipitation
of new phases in the form of platelets. The metastable precipitated phase
formed during the iron implantation has been identified as ferrous
pseudobrookite FeTiOs. These precipitates disappear upon annealing in air
at relatively low temperatures which is correlated with both the oxidation
of iron into the Fe3+ state and the iron out-diffusion (44).
6.4. Noble ion implantation effects

Gold or silver ions implanted in Ti0 2 with high fluences form small
metallic clusters. The existence of planar extended defects (as in Fe
implantation) favors the precipitation of metallic aggregates of gold and
silver.
The electronegativity of gold or silver is higher than titanium one which

can explain the formation of these metallic clusters of implanted atoms.

7. CONCLUSION
In ion bombarded crystalline insulators, the intrinsic defect creation is

strongly influenced by the energy deposition mechanisms. Defects can be
created in both sublattices by atomic collision processes, the yield for
defect creation depending on the specific anions and cations present in the
;natrix. In materials susceptible to ionization processes such as alkali
halides, defects can be created by electronic process in the halogen sublat-
tice in addition to the cation sublattice. In LiF it has been clearly shown
that defect creation by electronic excitations induced by high energy par-
ticles is strongly localized around the particle trajectories. This track
effect is due to the high densities of the localized deposited energy by
electronic processes. Evidence of track effects have been shown in other
materials such as MgFe 20.

The creation of defects by atomic collisions is correlated with the
nuclear energy losses preponderant at low energy. It has been studied
extensively in alkaline earth oxides as they are not sensitive to ionizing
radiations. The number of intrinsic defects created in MgO for example by
atomic collisions is much lower than the number of calculated displaced
atoms. The recombinations of defects in the displacement cascades can
explain this low yield for defect retention.
In other refractory oxides as TiO, the intrinsic defect creation asso-

ciated with nuclear energy losses is not so well known.
In addition to the intrinsic defects created by nuclear processes, chemi-

cal effects can take place due to the presence of implanted particles. The
interactions between intrinsic defects (point or extended) and implanted
species located in the same region lead to effects of a strong complexity.
The study of the metastable phases produced by a high dose implantation of
metallic ions into MgO has shown that:
--Alkali ions tend to form small metallic precipitates which can be in
coherency with the host matrix. These precipitates can be re-dissolved by a
subsequent ion bombardment.
--Magnesium ions form small metallic precipitates.
--Gold or indium ions tend to form binary alloys with magnesium.
--Iron ions present different charge states in MgO: Fe0 , Fe2+ , and Fe3"
depending on the local concentration; they tend to form spinal ferrite par-
ticles after annealing.
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In TiO., chemical bond formations can occur between implanted particles
and target atoms:
--Protons or deuterons form O-H or O-D chemical bonds correlated with the
formation of intrinsic defects T 3+ . The formation of TiO(OH) or TiO(OD)
phase is observed, the planar precipitates are in the twinned orientation
with respect to the TI0, matrix.

--Alkali ions tend to form a bond with oxygen leading to the formation of
the intrinsic defects Ti3 + . Extended precipitates of mixed oxides MxTiyOz
(M = alkali) are observed together with extended intrinsic defects.

--Gold ions form small metallic precipitates.
--Iron ions are present in various charge state: Fec, Fe2+ , and Fe3+. They

tend to form FeTi20, platelets after annealing.
From all these results it clearly appears that some specific parameters

such as point or extended defect structures, bond ionicity, electronegati-
vity, and/or crystallographic structure play key roles in this complex none-
quilibrium phenomena but, up to now, general rules applicable to all
ceramics have not been established.
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ION BEAM - INDUCED CRYSTALLINE TO AMORPHOUS TRANSFORMATIONS

IN CERAMIC MATERIALS

J. L. WHITTON

Department of Physics, Queen's University, Kingston, Ontario, Canada K7L 3N6

1. INTRODUCTION
One of the first reports of a radiation-induced phase change from the

crystalline to amorphous state was observed in naturally occurring minerals
containing a-emitting radioactivity (1). The term "metamictisation" from
the Greek meta (mixed or between) and miktos (compounded) was coined to
describe the amorphization of the crystal structure of a mineral due to
radiation from contained or nearby radioactive atoms. This was observed
soon after von Laue's discovery of x-rays when mineralogists noted the loss
of crystalline structure in minerals exposed to radioactivity.
Many neutron-irradiation-induced phase changes from one crystalline form

to another have been observed. An early survey (2) reviewed these changes
in metals and in the ceramics SiO2 , ZrO., and BaTiO2.
Evidence of radiation damage or disordering following ion bombardment was

reported some three decades ago. Trillat (3) observed a change from single
crystal gold to polycrystalline after bombardment with oxygen ions,
Gianolo (4) showed that 30 keV helium bombardment of the semiconductor sili-
con caused a change from single crystal to a quasi-amorphous state and
others (5,6) observed similar changes in germanium by bombardment with
various ions.
Similar damage effects were observed in the compound semiconductors GaAs

after Kr+ bombardment (7) and GaSb after 12 MeV deuteron bombardment (8).
Disordered regions were also observed along fission tracks in natural
mica (9).

It is clear, therefore, even from these early reports, that almost any
kind of irradiation into most types of material results in disorder of one
sort or another in the crystal lattice.
The impetus behind these early investigations was, of course, spurred by

the development of fission reactors and the concomitant need to know about
the effects of radiation on reactor structural materials. At the same time
it was recognized that ceramic materials deserved special attention both
from the point of view of fission reactor fuel (e.g., uranium dioxide and
uranium carbide) and as radioactive waste containers. Now, some three to
four decades later, the search for an understanding of radiation effects
goes on, albeit for different reasons.
Ceramics have been used by the human race since time immemorial.

Naturally occurring stone, because of its hardness, strength and resistance
to heat, provided man with tools, containers, and dwellings. The creation
of ceramics of pottery, bricks, etc., was a natural move away from forming
shapes by chipping at stone since the new material of clay was plentiful and
firing was by then possible. This early venture into manufacture of pottery
shapes has developed into one of the major industries of our time and has
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expanded from the production of structural materials to becoming essential
elements of our modern high-tech world. A few of the modern-day applica-
tions of ceramics are: refractory linings of steel-making furnaces, piezo-
electric devices, light guides, coatings for highly efficient automobile
engines, high temperature resistant tiles which allow re-entry to space
vehicles into the atmosphere surrounding our planet Earth, radiation hard
capacitors and, last but not least, the new high Tc superconductors. The
recent advances in ceramic technology make possible the tailoring of com-
pounds designed to cater to chemical, thermal, electrical and mechanical
requirements which are impossible to satisfy with other materials.
What gives ceramics these special qualities? First, one could ask: What

is a ceramic? The word ceramic stems from the Greek "keramos" meaning
loosely, burnt stuff. This definition is pertinent when one thinks of
bricks or pottery but in our modern age one must consider more carefully the
physical and chemical properties.
Oxygen and metal (or semimetal) atoms form the basis of most ceramics. In

the simplest cases equal numbers of oxygen and metal atoms are packed
together in a manner dictated by the relative sizes of the ionized atoms.
For BeO, the coordination number is four, each metal atom surrounded by four
oxygen atoms and each oxygen by four beryllium atoms. In MgO each atom has
six nearest neighbors. The comparatively large oxygen atoms act as a
matrix, with the small metal atoms fitting comfortably in the spaces between
the oxygen atoms. The prime characteristic of ceramics, however, is that
these atoms are connected by bonds primarily ionic but also covalent. In
this combination of metal atoms and oxygen atoms, the ionic bonds are espe-
cially strong because each oxygen, having two electron vacancies in the
outer shell, takes two electrons from its metal neighbor. Both kinds of
atoms thus become strongly ionized, one negatively, one positively and are
bound by a correspondingly strong electrostatic attraction. In covalent
bonding, electrons are shared between neighboring atoms and the bonding is
highly directional, thus resisting the sliding of planes of atoms past one
another.

We now consider the effect of these bondings on some particularly virtuous
properties of ceramics, vis., (1) high temperature stability and chemical
inertness, and (b) hardness.
High temperature stability and chemical inertness are due to several

structural reasons. The dense packing of ceramics with the small cations
fitting between the anions results in a very high concentration of bonds, so
much thermal energy is required to separate atoms from each other. This
results in a high melting point. The close spacing of the atoms provides a
solid defense against chemical attack and, where there is an abundance of
oxygen, e.g., in Al203, Ta203, since these already highly oxidized, the
possibility of further oxidation, corrosion, etc., is remote.

The hardness of ceramics can be explained by several factors and may best
be described by a comparison with metals. Metals are malleable because of
non-directional interactions within the matrix. Positive metallic ions are
held together by the sea of conduction electrons and the packing is mainly
geometrical. Deformation occurs easily by the sliding of one plane of atoms
over another, initiated by dislocation movement. The interatomic bonds in
ceramics are partially covalent and these lead to directionality of move-
ment. The slipping of one plane over another is extremely unfavnrable so
ceramics cannot be readily deformed. This accounts for one of tthe unde-
sirable properties of ceramics: brittleness. Two examples of directional
dislocations in ceramics are shown in reference (10): (a) a low-angle
boundary in A120. , and (b) a two-dimensional twist boundary network in
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nickel oxide. Since the interatomic forces are directional, thpre is a ten-
dency for dislocations to be in groups where adjacent individual defects
partially cancel out each other's distorting influence.
This short introduction, based heavily on references (10-12) to which a

newcomer to the field of ceramics is recommended, serves to show the
complexity of ceramics. The directional effects, described in the previous
paragraph, suggests that a crystalline to amorphous transition on ion bom-
bardment of ceramics would require far fewer bombarding ions than would
metals and such is the case. This then leads us naturally to a discussion
of crystalline to amorphous transitions in ceramics - the subject of this
paper.

2. THE CRYSTALLINE-AMORPHOUS TRANSFORMATION
As mentioned earlier, the impetus for a study of radiation damage came

from the nuclear industry so the disorder processes and resultant micro-
structures in metals and alloys are reasonably well understood. The same is
true for the elemental semiconductors silicon and germanium but not so well
for the compound III-V and II-VI semiconductors. Ceramics, partly because
of their mixed ionic and covalent bondings, pose a much more difficult-to-
solve problem in an understanding of the Ion bombardment induced crystalline
to amorphous transition.
The interest is studying crystalline to amorphous transitions, or even

crystalline to semi-crystalline is most clearly understood by consideration
of a single crystal ceramic, say Al2O,. In a perfectly ordered lattice, the
two types of atom are in their correct substitutional positions and the
bonding is as expected from theoretical considerations. The instant,
however, that ion bombardment commences, the radiation damage, due initially
to displacement spikes where, for each incoming ion, hundreds to thousands
of lattice atoms are moved from their original positions results in, after
movement, the atoms locating either in new substitutional positions or in
interstitial positions. Since bonds are broken, chemical, optical, and
electrical properties are changed, these changes becoming greater the closer
the lattice approaches amorphicity where only short-range order of a few
atomic spacings is possible. This, along with the interest in basic studies
of radiation damage is more than sufficient incentive to make measurement of
these crystalline to amorphous changes.
The early studies, which will be described in detail here, used, for that

period, relatively simple methods of assessing departures from crystal per-
fection as a result of ion bombardment. However, first note that the essen-
tial elements of a study of ion beam-induced crystalline to amorphous
transitions in ceramics are: (a) an ion bombardment machine, and (b) equip-
ment and expertise to measure the effects caused by the ion bombardment.

The first requirement poses no problem since ion implantation equipment is
no longer rare, particularly since the traditional method of doping semicon-
ductors by diffusion was supplanted by ion implantation. An exceptionally
good account of developments in this field is given by Freeman (13) in
"Canal Rays to Ion Implantation 1886-1986" and, for practical applications,
by Sioshansl (14).
The second requirement can be accomplished in a number of ways, some of

which are listed in Table 1.
These methods are listed in the chronological order of investigation and

will be considered in turn. They can also be sub-divided into nondestruc-
tive and destructive techniques as will be shown.
Changes In refractive index and lattice parameter are, of course, non-

destructive and quite simple to measure. By contrast, the measurement of
changes in range profile (ion penetration) by use of radioactive tracers and
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TABLE 1. Experimental methods of detecting radiation damage

Change in refractive index

Change in lattice parameter

Change In range profile (ion penetration) by use of radioactive
tracers and sectioning techniques

Change in rate and temperature of gas release

Change in reflection electron diffraction pattern

Change in hardness

Changes observed by transmission electron microscopy

Changes observed by Rutherford backscatterlng of energetic light ions

sectioning techniques is destructive. Again, in no small part due to the
interest of the nuclear industry in ion penetration, energy loss, etc., the
use of radiotracers was quite commonplace, a great advantage being the wide
choice of radiotracer half-life, enabling in some cases measurement of
radiotracer implants as low as 1011 lons-cm - 2, i.e. 10-6 of an atomic layer.
The technique is simple: one implants a radiotracer then removes thin sli-

ces (in some cases 20 A or 2 nm, equivalent to 5 atom layers) and sequen-
tially measures the remaining radioactivity. When these measurements of
remaining activity are plotted against thickness of layers removed, one
obtains an integral distribution of activity, or ion distribution, with
depth. Changes in range, or depth profile, reflect change in crystal struc-
ture (lattice disorder) and can be shown to be due to ion bombardment, or
any other kind of damage.

The sectioning techniques available for use are shown in Table 2.
These sectioning techniques and the measurement of (a) change in rate and

temperature of gas release, of change in diffraction pattern and (b) change
in range profile as a function of ion bombardment dose were first described
in references 21 and 22. The materials used in the former are listed in
Table 3 along with the experimental results.

These materials have been subdivided into A, cubic and B, anisotropic
substances. After suitable surface treatments of either cleaving, frac-
turing (with or without further polishing), cleaving and etching and chemi-
cal saw-cutting and etching, the specimens were bombarded.
Bombardment by xenon or krypton isotopes (8'Kr, 12SXe, 13'Xe, 

1 33Xe) was
used to achieve the required fluxes of 8 x 1010 to 2 x 1016 ions-cm -

2.

After implantation, the specimens were heated for 5 min at each of several
increasing temperatures and the gas release was monitored by measuring the
remaining radioactivity after each anneal. The specimens were also examined
before and after Ion bombardment and at different temperature intervals by
reflection electron diffraction. The results are shown in Figs. 1 and 2,
respectively, electron diffraction patterns from MgO and gas release from
the same MgO specimen.
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TABLE 2. Sectioning techniques

Layer thickness
Technique Applicable to: (minimum)

(A)

Anodic oxidation/dissolution W,SI,Al,Au (15) 20-30

Mo,VTa,Ta205

Chemical dissolution Cu,Ag,Au (16)

Sputtering Any material (17,18,19) 20-30
but with many possible
side effects

Vibratory polishing Any material (20) 20-100
best for hard materials

TABLE 3. Summary of ion bombardment, diffraction, and gas release data

Gas release
(% at 0.41TM)

Change in At low dose At dose
Ion doset diffraction (g X 1010 listed in

Material (ion /cm 2) pattern ions/cm) column 2

A. Cubic substances
NaCI, KCI, IKBr, KI Up to 2X10' No change < '-0
CaO, NiO Up to 2 X 101 No change <10 <5
UC Up to 2 X 1011 No change Not measured
CaF,, l3aF 2 , UO 2, ThO2  Up to 2X 1016 No change ,10 <5
MgO 8XI01(3 . )  Kikuchi lines <5 6

weaker
4X 10 4  Kikuchi lines 32

disaippeared
2X 1060 Faint single crystal

+indication of
polycrystal 60

13. Anisotropic substances
TiOz Up to 8 X 103 No change <5 <5

2X 10(s Pattern d isappeared 20--0
A120 8X1010 No change 0 0

4 X 1013 Kikuchi lines
disappeared -5

2X 1016 Pattcrn disappeared 60-90
U208* Above 8X1 0 1 Pattern disappeared 5 c0
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FIGURE 1. Reflection electron diffraction patterns of MgO; (a) unbombarded,
(b) bombarded with 2 x 1016 ions-cnr2 and (c) as (b) but heated 5 min to 5000C.
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FIGURE 2. Fractional release of xenon from MgO. The broken line shows
release following bombardment to a low dose (8 x 1010 ions-cm-1). The
annealing of damage in MgO following bombardment to the high dose (2 x loss
ions-cm-2) is indicated at the upper abscissa (S.C. = single crystal,
P.c. = polycrystalline).
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These patterns are for (a) unbombarded, showing clear diffraction spots
and Kikuchi lines, (b) after bombardment to 2 x 1016 Xe13' ions-cm - 2 showing
still crystal structure, and (c) annealed for 5 min at 5000C when the single
crystal pattern Is nearly restored but without the perfection of the initial
Kikuchi lines. These patterns should be compared to the gas release curves
of Fig. 2 where the various stages of gas release may be equated with stages
of lattice re-ordering. The pattern after annealing at 5000C is reasonably
related to the second slow stage of gas release but it should be observed
that neither In the diffraction pattern nor in the gas release curves is
there a sign of amorphous to crystalline abrupt transition. It is also
worth noting that MgO is unique in the cubic substances of showing any bom-
bardment damage and significant gas release (c.f. Table 3).
It should be noted that fractional release at any temperature increases

with increasing bombardment dose. This is a good indication that annealing
of disorder is accompanied by a sweeping out of gas as the lattice
re-orders.
As may be seen from Table 3 the cubic substances, with the exception of

MgO, released almost no gas even at the high dose of 2 x 10"6 ions-cm- 2 and
showed no change in diffraction pattern. We may now compare the MgO results
of Figs. 1 and 2 with those of the anisotropic A1203 , shown in Figs. 3
and 4.

FIGURE 3. Reflection electron diffraction patterns of A120; (a) unbom-
barded, (b) bombarded with 2 x 10"4 ions'cM - 2 , and (c) as (b) but annealed
for 5 min at 730 0C.
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These patterns show that the unbombarded material is good single crystal
(spots and Kikuchi lines) which, on bombardment becomes completely
amorphous. Annealing to 7300C, when all but a few percent of the gas is
released results in the re-appearance of single crystal spots but still with
polycrystalline rings. The Kikuchi lines appear only at about 1200 0C and
higher.

We may now follow the route we took with MgO and compare this electron
diffraction data with the gas release measurements shown in Fig. 4.
It is quite clear that we see a one-to-one correspondence between the gas

release measurements and the change in electron diffraction patterns. The
latter are described on the upper part of Fig. 4 and it may be seen that
slow release of gas from 200 to 600 0C takes place within the amorphous (no
pattern) phase. The sudden release at 6000C is accompanied by an indication
of non-amorphous diffraction pattern and at 7nr - ilmost all of the gas is
released and the diffraction pattern showc - ystalline and single
crystal characteristics - Fig. 3(c). It ..-. however, until a tem-
perature of 1100-12000C that a single crystal pattern with Kikuchi lines
appears. It is at that temperature, interestingly enough, that complete
release of a very low dose implant of 252Rn is achieved. This one-to-one
correspondence provides strong evidence that release of gas on annealing is
accompanied by a re-ordering of the damaged lattice, or vice versa.
However, since the 222Rn is of such low concentration, the re-ordering of
the lattice must be the deciding factor in the movement of gas to the sur-
face with subsequent release.
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This behavior may now be correlated with the change in depth penetration
of radioactive energetic ions as a function of implantation dose. In MgO,
shown in Fig. 5, a relatively light dose of 4 x 1013, 40 keV Xe ions-cm-2 ,
allows the ions to penetrate deeply along the <100> direction. A similar
dose on the same crystal tilted 250 from the <100>, to present a more random
direction to the ion beam, results in a much reduced range but still with a
penetrating tail. A high dose implant of 2 x 1016, 40 keV Xe ions-cm-2 , which
according to the reflection electron diffraction picture in Fig. 1, results
in a transition from single crystal to near-amorphous/polycrystalline pat-
tern, shows a reduced range similar to that In the 250 tilted crystal but
with a much reduced tail. This is as expected from a near-amorphous
material; a truly amorphous material would result in a Gaussian distribution
of implanted Ions as shown In Fig. 6 for xenon implanted into fused
(amorphous) silica.

1oo 2500 5000 75001

MgO

o 4x 1013 IONS/cm 2 <100>
50

TILTED 25*

2 X I
1 6  

< t100>

0

U

4\

10

0 50 100 150 200 250

THICKNESS REMOVED IN Mg/cm
2

FIGURE 5. Effect of bombardment dose and crystal orientation on the range
of 40 keV Xe ions in MgO.
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As stated earlier, HgO is the one cubic substance studied which shows
radiation damage but which never exhibited a complete crystalline to
amorphous transition. Of the anisotropic substances studied,
A1203 transformed to the amorphous state and this is analogous with
SiO (unfortunately the range data in A1203 is no longer available) and a
clear differenca between those and of the range profiles in MgO is imme-
diately obvious. The ranges in SiO 2 - along the <0001> axis - are suc-
cessively shortened as the dose is increased to the point that a 2 x 1016
ions'cm-2 dose followed by 4 x 1013 ions-cm -2 has a range profile shape
similar to a 4 x 1013 ions'cm-2 implant into fused (amorphous) SiO 2 . The
median ranges differ only by about 25%. Note that there is no penetrating
tail in these two profiles. 5o, once again the one-to-one relationship bet-
,een electron diffraction, gas release measurements and range profiles is
established.

We may now turn to the final three experimental methods of detecting
radiation damage; namely, changes in hardness, changes observed by
transmission electron microscopy, and changes observed by Rutherford
backscattering of energetic light Ions.
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Changes in hardness can be extremely difficult to measure due, in no small
part, to the penetration depth of most hardness indenters being much greater
than the depth of the implanted layer. This problem has been largely cir-
cumventea by the recent development of an ultra-sensitive indenter at the
Oak Ridge National Laboratory (23). This new indenter can perhaps be used
to investigate the apparently anomalous result of roughly an or"er of magni-
tude higher dose being required to make A120, amorphous if the irradiation
is directed near the <1210> axis rather than along the <0001>, the latter
being a much more open direction (24). This work by McHargue raises many
intriguing possibilities for the mechanism of this anomalous behavior which
could well lead to significant practical applications.
The early transmission electron microscopy experiments offered no in-depth

structural information about the amorphous zones, showing, in fact only the
linear dimensions of the disordered regions (5,6). The later studies (25)
using cross-sectioned specimens have shown a fine correlation between the
micrographs and channeling results on A1203 specimens implanted with
175 keV, 4 x 1016 Zr ions-cm-2 . The structure from the surface inwards is
seen as (a) the surface region damaged but crystalline, followed by (b) an
amorphous region followed by (c) a damaged but crystalline region and
finally (d) the undamaged crystalline substrate.
In an attempt to relate the crystalline to amorphous transitions obtained

by gas-release and diffraction measurements to Rutherford backscattering
(RBS) channeling results, a comparison was made with the early work of
Naguib et al. (26). This gave an indication of agreement although not
completely conclusive since the maximum dose used was 1 x 101 ions-cm -1 of
the larger ion krypton which resulted in saturation disorder at that dose
but not, according to the RBS signal, complete amorphicity. Since our work
used 40 keV Xe ions at 2 x 10-.CM - 2 it was felt that the mass and dose dif-
ference could explain the lack of amorphicity in the RBS/channeling study.

The more recent RBS/channeling studies (25) with 45 keV - 4 x 101' Xe:cm-2

implanted into A120, should allow for a better comparison than that of
reference (26). Using the same ion mass but double the dose would lead one
to expect complete amorphization of the implanted layer. This was not the
case. The disorder peaks of both the Al and 0 sub-lattices fail to reach
the random level - the measure of amorphicity. Figure 7 shows these spectra
from reference (25). Perhaps only at the immediate surface, where the
aligned and random spectra coincide, may one assume a thin layer of
amorphous material.
This is, in fact, compatible with the glancing angle electron diffraction

results which, because of the only few degrees of glancing angle, arise from
the first 20 to 30 A of the surface. The RBS/channeling, on the other hand,
samples a much greater depth and with a depth resolution of some 200 to
250 A. The two types of result should, therefore, not be directly compared
but should be used in a complementary fashion. The sudden burst of gas
release seen from A1203 at 600

0C (Fig. 4) can equally be explained by the
rapid re-crystallization of a very thin amorphous layer - a thicker layer
would presumably take much longer to grow epitaxially from the underlying
crystalline A1203 and would have the effect of slowing down this rapid
release of gas.

3. CONCLUSION
An account has been given of many various ways of detecting crystalline to

amorphous transitions in ceramic materials. An attempt has been made to
relate the results from the different techniques to each other. The
apparent unomaly between the earlier results from gas release measurements,
reflection electron diffraction patterns and range profiles with later
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Rutherford backscattering/chnneling results has been cleared up as due to
different measurement resolutions (sampling depths) in these techniques.
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1. INTRODUCTION
Metal films on insulator substrates such as A120, or S102 have applica-

tions in industrial fields such as electronics, connectics, biotechnology,
etc. One of the most important problems arises from the poor adhesion of
the metallic layer to the insulator. This poor adhesion is generally attri-
buted to a lack of chemical affinity, Van der Waals or electrostatic forces
between the two materials (1,2). Metals having a large negative value of
free energy for oxide formation show a strong adhesion to the oxide
substrate (3,4), whereas metals with low oxygen affinity are weakly
bonded (5-7).

Ion beam mixing has been proved to be a useful low temperature technique
to improve adhesion between a thin film and an oxide substrate (8-10). This
improvement has been proposed to be due to the formation of an intermediate
layer at the interface (even at a thickness of one or two monolayers). Some
attempts have been made to correlate the high temperature thermal processing
of metal films deposited on Si0 2 (11,12) or on A1202 (13,14) to ion beam
mixing treatment. These studies show that the reactivities of thin metallic
films with oxide substrate can generally be predicted by thermodynamical
considerations.
In this work we have investigated the modifications of

metal-A1203 interfaces by ion beam mixing. Using the heats of formation of
metal oxides, we chose two metals: silver and niobium, which have a marked
difference in the heats of formation of metal oxides - -7.3 kg'cal-g-l'mol -'
(Ag20) and -463 kg-cal'g

-1 (Nb20,)(-399 kg-cal'g
-1 for A120.) (ref. 15). In

addition, Nb-A1203 interfaces appear to be an ideal case for understanding
the basic mechanisms of ion beam mixing of metal-insulator interfaces since
epitaxial growth of niobium on sapphire has been observed (16-18).

Thermal annealing treatments were performed in order to study the inter-
facial energy modifications of the metal/A1203 structures.

These modifications were characterized by different techniques such as
Rutherford Backscattering Spectrometry (RBS), Transmission Electron
Microscopy (TEM), x-ray diffraction at glancing incidence and electrical
resistivity measurements. The influence of the alumina structure on the
interface modification by ion beam mixing was studied by using either single
crystal (a-A1201) or evaporated alumina film substrates.

2. EXPERIMENTAL PROCEDURE
Alpha-A1203 single crystals of (0001) orientation with optically polished

surfaces were cleaned at room temperature in the following sequential ultra-
sonic baths: trichlorethylene, distilled water, acetone. They were then
annealed at 1273 K in air for 48 h and immediately introduced into the eva-
poration chamber. The evaporated alumina layers were deposited by electron
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beam evaporation at room temperature (RT) on microscope glass plates or NaCl
substrates at a pressure of 4 x 10-6 Torr and with a deposition rate of
2 A-s-1. The film thicknesses were about 1000 A. The metallic films were
deposited on alumina in the same chamber, also by means of the electron beam
evaporation system. The depositions were performed either in a high vacuum
(HV) chamber or in an ultra high vacuum (UHV) system online with the acce-
lerator. Table 1 summarizes the evaporation conditions.

TABLE 1. Evaporation conditions of metallic films

Element Pressure Deposition Thickness Deposition
(Torr) Rate (A) Temperature

(A's-) (K)

Ag 7 x 10- 7  1 200 300
Nb 4 x 10-6 0.2 200 300
Nb 7 x 10- 0.2 560 773

The samples were irradiated with Xe4 ions (1.5 MeV) at 300 and 77 K, using
a 2-MeV Van de Graaff accelerator. Samples prepared in the UHV chamber were
irradiated in situ under 10-' Torr pressure, whereas for those evaporated in
the HV system, the irradiation was performed at 10-6 Torr.

The irradiation fluences ranged from 3.1015 to 1016 ions'cm- 2 and the flux
was kept less than 3 x 1012 ions-cm-2's -1 . The beam was electrostatically
scanned across the samples to provide homogeneous irradiation. Rutherford
Backscattering Spectroscopy (RBS) analyses were conducted with 2 MeV helium
ions. Thermal annealing treatments of the samples were carried out in air
at 723 K for 1 h.

Transmission electron microscope observations using a Philips EM 300 7:M
were made on metal-evaporated alumina samples placed on microscope grius by
dissolving the NaCl substrate in distilled water. X-ray diffraction P't-
terns were obtained with CuKa radiation and with a fixed glancing incidence
of 20. Electrical resistivities were measured with a four-point probe
apparatus.

3. RESULTS AND DISCUSSION
3.1. Ag-A203 interfaces
The modification of the Ag/A120, interfaces by ion beam mixing was

investigated by following the change in the interface energy, qualitatively
obtained by the wetting test described by Sood and Baglin (6).
The samples were irradiated with 3.1015 Xe+'cm- 2 at two temperatures: 300

and 77 K and thermally annealed at 723 K in air for 1 h.
Figure 1 shows TEM micrographs of silver on evaporated alumina film as eva-

porated, after irradiatinn and after annealing treatments.
The as-evaporated silver layer is smooth, continuous and featureless

[Fig. 1 (a)]. The silver films beak up into islands (300 nm mean size) after
thermal annealing (Fig. 1 (b)] indicating a high Ag/A120, interfacial energy
(i.e., poor adhesion).
The samples irradiated at 300 K show a strong modification of the surface

topography [Fig. 1 (c)]. Lateral segregation of the silver layer causes the
formation of isolated metallic islands with average size of 150 nm, in



183

addition to bubble formation into the evaporated alumina layer previously
reported in ref. (19). After annealing, the TEM micrograph [Fig. 1(d)]
shows that silver undergoes the same island formation as that shown in
Fig. 1 (b). These results indicate that the interfacial energy has not been
modified by irradiation at 300 K, or that such a modification is not stable
up to 723 K.
The surface topography of the sample irradiated at 77 K is shown in

Fig. 1 (e). A percolation of clusters is observed which suggests that a
lesser amount of surface diffusion of silver occurred. After the anneal,
the island formation Is limited and connected silver clusters still exist
[Fig. 1 (f)]. In this case, it appears that the adhesion between the silver
and alumina substrate has been improved by xenon bombardment.

In agreement with Farlow et ai. (i4), we believe that the lateral motion
of metal atoms at the alumina surface during irradiation is induced by ato-
mic collisions and not by thermal activation since xenon bombardment causes
lateral diffusion at both irradiation temperatures (300 and 77 K).
The improvement of the silver-alumina adhesion observed after irradiation

at 77 K, could be explained as follows: undoubtedly, ballistic mixing
occurs at the interface whatever the irradiation temperature. If chemical
driving forces are effective, a demixing effect may take place, particularly
for non-reactive systems as such is the case of Ag/Al20,. As chemical
driving forces are less effective at low temperature (20), the silver atoms
introduced into the alumina layer by ballistic processes, may be retained
into the alumina matrices, leading to a metastable interface configuration
with a lower interfaclal energy. The thermal stability of a similar
metastable interface (up to 723 K) has been observed for the Cu/A1203 system
irradiated with Ne ions (21).
Silver deposited on A1203 single crystals undergoes similar lateral segre-

gation after Xe+ irradiation but no bubbles were observed in this case.
3.2. Nb/Al203 interface
Niobium thin films are difficult to prepare because of its high affinity

for oxygen which may induce reactions with active gases during the deposi-
tion (22). Table 2 reports the principal characteristics of the evaporated
niobium films. The metallic oxidation was determined from RBS data.

We note that the HV-deposited films were oxidized and had a high electrical
resistivity (one order of ma tude higher than the niobium bulk
resistivity). The amorpho- tructure of the as-evaporated "niobium" layer
is indicated out by TEM diffraction [Fig. 2 (a)]. Xenon irradiation of
these samples (up to 1016 Xe+'cm - 2 ) did not induce modification of the
interface, according to the RBS analysis. The electrical resistivity and
the amorphous network of the layer are the same as those before irradiation.
The surface of the films before and after irradiation [Fig. 2 (b) and (c),
respectively) is smooth without lateral segregation of the film.
A vacuum of 7.10 -8 Torr during niobium evaporation seems to be sufficient

to prevent oxidation of the film. This is confirmed by the metallic
electrical resistivity of the niobium layer. As the niobium evaporation was
carried out by holding the substrate temperature at 773 K, we could expect,
from previous studies, to obtain epitaxial growth of the niobium film on the
sapphire substrate (18). In our case, x-ray diffraction analyses show a
polycrystalline niobium film without preferential orientation. This dif-
ference might be due to the lower vacuum compared to the one of ref. (18).
Figure 3 shows the RBS spectra of Nb/A1203 before before and after irra-

diation with xenon fluence of 10'4 ions cm- 2 at 1.5 MeV energy. These RBS
spectra were obtained by tilting the sample with respect to the direction of
the incident beam to an angle of 500 in order to enhance the depth resolu-
tion. After irradiation, there is a decrease in the niobium scattering
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FIGURE 1. TEM micrographs of silver-alumina samples before and after heat
treatment (first and second column, respectively). Irradiation tem-
peratures are indicated at the left side of each row.

TABLE 2. Properties of evaporated niobium films

Niobium Pressure Electrical Resistivity Microstructure Oxidation
Deposition (10- fl.cm)

(Torr)

10-6 4 amorphous Yes
710-' 0.4 polycrystalline No
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FIGURE 2. (a) Electron diffraction pattern of the as-deposited niobium-
alumina sample, (b) and (c) TEM micrographs of these samples before and
after irradiation, respectively.
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FIGURE 3. R6S spectra of niobium-alumina samples before irradiation (fufl
line) and after irradiation with 1016 Xe+ cm-2 at 300 K (dotted line). The
arrows indicate the surface energy position of each element.
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yield, whereas oxygen is distributed throughout the metallic layer,
suggesting a niobium oxide formation. From RBS results the mixed layer was
approximately an average composition NbOx with x = 0.33. Since RBS analysis
and irradiation have been performed in situ in the evaporation chamber under
10-2 Torr, the oxygen into the niobium layer is probably due to some reac-
tion between the metallic layer and the anions of the alumina substrate.
Ballistic mixing should cause oxygen penetration into niobium up to only 30 A
range (23) and, thus, cannot explain the oxygen diffusion throughout the
niobium layer (560 A). Some radiation enhanced diffusion of the oxygen
might be suspected (24) due to the high affinity of niobium to oxygen. The
electrical resistivity value of the mixed layer confirms that oxidation
occurred. The value increases from 44 x 10-0 Q'cm for the as-evaporated
sample to 120 x 10-6 Q'cm for the irradiated (10I8 ion'cM- 2 ) sample.

4. CONCLUSIONS
Metall-A1203 interface modifications induced by xenon Irradiation have

been studied in the present work. Niobium and silver were selected because
of their different chemical reactivities with A120O.
The wetting test data show that a modification of the interfacial energy

of Ag/A120, samples occurred after irradiation performed at 77 K, whereas
for those irradiated at 300 K no change was observed. Such a discrepancy
between the two irradiation temperatures could be explained by the less
effective influence of the chemical driving forces at low temperature.

Irradiation of Nb/A1203 induces oxygen diffusion from alumina substrate
through the entire metallic layer. Such oxygen mobility could be due to the
high oxygen affinity of niobium. Oxygen migration induced by irradiation
could be enhanced by diffusional forces leaving the mixed layer in a
metastable phase.

No differences were observed between substrates of single crystals or eva-
porated alumina films except for the formation of blisters in the latter
material.
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1. INTRODUCTION
Ion beam mixing effects in metal/Insulator systems have been investigated

for a few metal/Si02 couples irradiated with different ions, with particular
attention to mixing mechanisms (1-3). Because of applications of ion mixing
to metal/insulator couples, most interest was devoted to modifications of
the interfacial region, which may lead to film adhesion improvements useful
for microelectronic device fabrication (4,5). In a recent paper (6) we pre-
sented some results on modifications of optical properties in ion beam mixed
Fe/SiO 2 samples, which could be relevant for applications in optoelectronic
devices. In this paper we focus our attention both on mixing mechanisms and
on the microstructural and optical properties of the interfacial region of
the Kr irradiated Fe/Si0 2 system before and after thermal annealings for S h
at 500 and 7000C.

2. EXPERIMENTAL
Iron films 9 to 80 nm thick were e-beam evaporated onto high-purity fused

silica sheets. Samples were irradiated at room temperature (RT) with a
200-KeV Kr++ beam with a current density of 1 IA cm- 2 in the fluence range
3.6 x 104 to 1.3 x 1017 ions cm-2 . Under these irradiation conditions the
temperature of samples was lower than 100 0C. The projected range of 200 keV
Kr ions in Fe is 42 nm with a range straggling of 11 nm (ref. 7).

The surface unmixed Fe was chemically etched following a procedure
reported in ref. (3). The mixing behavior was characterized by measuring
the total amount of mixed Fe by Rutherford backscatterlng (at an angle of
1600) spectrometry (RBS) of 4He+ particles with energy of 2.2 or 2.3 MeV.
Areal densities of Fe and Kr, as well as the energy-to-depth conversion were
obtained following standard procedures (8).

All samples were also analyzed by scanning electron microscopy (SEM).
Some samples were prepared by evaporating a 32-nm thick '7Fe (95% enriched)
film onto the silica substrates. They were Irradiated with the 200 keV Kr
beam to doses of 2.5 x 1011, 8.2 x 10"1, 1.8 x 1016, and 3.5 x 1016 ions
cm-2 , etched and analyzed by conversion-electron Mdssbauer spectroscopy
(CEMS) with a standard Mdssbauer spectrometer equipped with a "'Co source
and a gas flowing proportional counter to detect electrons emitted after
resonance absorption. A least squares minimization routine was used to fit
spectral profiles (9). Specular reflectance curves of the same samples
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were recorded in the wavelength range 350 to 850 nm using a Perkin-Elmer
Mod. 330 spectrophotometer. Spectral transmittance was also recorded in
order to calculate the samples absorbance. Finally, these samples were sub-
jected to sequential thermal annealings at 550 and 7000C in flux of forming
gas for 5 h. In order to reduce the possibility of oxidation, during
annealing samples were wrapped in Ta foils. RBS, CEMS, and optical
measurements were repeated after each thermal treatment.

3. RESULTS AND DISCUSSION
3.1. RBS analysis
In order to find optimum mixing conditions, the effect of the Fe film

thickness on the mixing behavior was studied for thicknesses in the range
9-8 nm and Kr irradiation doses of 1 x 1010, 2 x 1010, and 5 x 1016 ions
cm-2 . Figure 1(a) shows RBS spectra for samples with Fe film thickness: 41,
63, and 80 nm, irradiated to Kr doses close to 2 x 1016 ions cm-2 and
etched. Figure 1(b) summarizes all results.

4
nm Fe .20

a) 63 nm Fe b)

4 .Kr E,1
o _10

Fe film thickness 5 
.L* (nm)

)21 0)
M 34 ILL
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-41 0

& 51 E
r .' v639. *80

I I

1.6 1.7 1.8 1 2 3 4 5

Energy (MeV) Irradiation dose (1016 ions cm-2 )

FIGURE 1. (a) Fe and Kr signals in RBS spectra (4He
+ , 2.2 MeV, 1600) of

three Fe/Si0 2 samples (with different Fe film thicknesses) irradiated with
200 keV Kr ions to doses close to 2 x 10"6 ions cm- 2 and etched. Arrows
indicate the energy of He particles backscattered from Fe and Kr atoms at
the surface of samples. (b) Mixed Fe amount versus Kr irradiation dose for
200 keV irradiated Fe/SiO. samples with different Fe fifm thicknesses. The
two lines were drawn to guide the eye.

From Fig. 1(a) we note that with the 80 nm thick Fe film about the 15% of
the incident Kr ions crossed the Fe/S1O 2 interface and were retained in the
silica matrix. Since (projected range) +3 (range straggling) = 75 nm
(ref. 7), probably the stopping power of Fe for Kr particles is actually
slightly lower than that evaluated using formulae reported in ref. (7).

A
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In the thickness range 21-44 nm [Fig. 1(b)] the mixed Fe amount is maximum
and, within 20%, independent of the film thickness. Points corresponding to
this thickness Interval lie within the two lines that we drew in Fig. 1(b)
in order to guide the eye.
Detailed investigations of the mixing behavior were performed on samples

with a Fe film thickness of 41 nm in the Kr dose range 3.6 x 1014 to
1.3 x 101 7 ions cm- 2. Since SEM analyses showed that irradiations to doses
higher than 3.6 x 1016 ions cm-2 caused the formation of holes in the Fe
film and blistering in the SiO= substrate [in ref. (3) we showed that these
features strongly affect the mixing behavior], we consider here only samples
unaffected by such morphological modifications, i.e. samples irradiated up
to the dose of 3.6 x 101" ions cm-2 . The measured amount of mixed Fe versus
the Kr irradiation dose is reported in Fig. 2. Even though experimental
points could be reasonably fitted in the log-log plot by a single straight
line with slope 0.85, a better interpolation can be achieved using a curve
with decreasing slope with increasing Kr fluence (solid line in Fig. 2). Up
to a dose close to 3 x 10"5 ions cm-2 this curve lies very close to a
straight line with slope 1 (dotted in the plot) from which experimental
points significantly deviate at higher doses.
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o FIGURE 2. Measured amount of mixed Fe
E versus the Kr irradiation dose forE/

samples with a 41-nm thick Fe film.
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It is generally accepted and verified in metal/metal and
metal/semiconductor systems [see ref. (10) and references therein] that a
linear dependence of the number of mixed atoms, N, on the irradiation dose,
Q, indicates the occurrence of anisotropic mixing due to primary collisions.
On the contrary a square root dependence of N on Q is connected to the
isotropic diffusion in well developed cascades. In principle it should be
possible to describe the trend of our results with the superposition of a
linear and a square root term: N = AQ + BQ , where parameters A and B depend
on irradiation conditions. In the past we used this formula to fit our
mixing results In Ar-irradiated Fe/SiO samples (3). Even if the obtained
fits were (and can be) accurate enough, the physical interpretation is not
straightforward. In fact if we consider low irradiation doses, for which we
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observe a linear behavior, we see that the ratio between mixed Fe atoms and
incident Kr ions is very close to unity: this would imply an extremely high,
non-physical, value for the cross section of recoil processes.
The behavior evidenced in Fig. 2 is similar to that observed by Banwell

and Nicolet for the Xe irradiated Ni/SiO 2 system (11). These authors
suggested that at lower doses each cascade causes, on the average, the same
amount of mixed metal atoms, due to both collisional and diffusive processes
within the single cascade. When the metal concentration in SiO reaches a
threshold value, isotropic diffusive processes contribute not only to the
injection of new atoms, but also to the exit of already mixed ones from the
silica matrix. The activation of such demixing process leads to the
decrease in the mixing efficiency observed in Fig. 2.

The fundamental role played by cascades generated in the insulating
substrate is evidenced by data shown in Fig. 3 where we reported the amount
of mixed Fe versus the amount of Kr which crossed the Fe/SiO, interface and
was retained in the substrate in all our samples. With the only exception
of data of samples with the 9 mm thick Fe film (but RBS analyses showed that
this very thin film contained about 25 at. % of 0 and this can really
influence the mixing behavior of this set of samples) all experimental
points lie with good approximation on the same curve: samples with different
Fe film thicknesses, irradiated at different doses, display the same amount
of mixed Fe atoms provided that the same amount of Kr ions crossed the
Fe/SiO2 interface. We believe that physical parameters connected with
generation, characteristics and quenching of cascades in insulating
materials must be quantitatively accounted for in order to develop a satis-
factory description of the ion mixing phenomenon in metal/insulator systems.
In connection with CEMS and optical studies, selected samples were sequen-

tially annealed for 5 h at 500 and 7000C. We report in Fig. 4, RBS spectra
for a 5 7 Fe (32 nm)/SiO 2 samples 200 keV Kr irradiated to the dose of
3.5 x 1016 ions cm- 2 , etched and annealed. The spectrum for the unannealed
sample (RT) is reported for comparison.
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The 5000C annealing did not significantly modify the amount and the
distribution of mixed Fe atoms in SiO 2. On the contrary, the retained Kr
amount underwent a reduction of about a factor of 4: the annealing caused
the diffusion of Kr in the highly damaged region and its desorption at the
surface.
The 700 0C annealing caused a complete outdiffusion of Kr and a reduction

of the Fe content to about one-half of its initial value. The missing Fe
migrated to the surface where it segregated or oxidized forming a non
adherent layer which we removed by rubbing the surface with a tissue paper.
The increase of the backscattering yield of the Fe signal at energies bet-
ween 1.6 and 1.7 MeV indicates that a small amount of the mixed Fe migrated
also inside the Si0 2 substrate up to the depth of about 250 nm, the maximum
depth at which Kr was originally present.
3.2. CEMS analysis

In order to obtain structural information concerning the mixed layer and
to follow the thermal evolution of the ion-beam-induced Fe-phases in SiO 2,
samples with the "7Fe film were analyzed by CEMS. In Fig. 5 we reported CEM
spectra of the sample irradiated to the Kr dose of 3.5 x 1016 ions cm-2 .
The CEM spectrum of the as-evaporated sample (not reported) displayed the
typical shape of magnetically ordered metallic Fe.

The spectrum of the Kr-irradiated unannealed sample (RT) was resolved in a
set of spectral components attributed to the following phases: small
clusters of metallic Fe with superparamagnetic behavior dispersed in the
S10 2 substrate (singlet S); a non-stoichiometric oxide Fe

2+ phase (doublet
01); a silicate phase with Fe in two octahedral sites (doublets D2 and D3).
Computed spectral parameters are reported in Table 1, where the percent
amount of each phase is represented by the spectral relative area, RA. From
RA values and the amount of mixed Fe measured by RBS (2.1 x 10"8 atoms cm- 2

for the considered sample) we calculated Fe areal densities in the different
phases and reported these values in the column AD of Table I.

ii1
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FIGURE 5. CEM spectra of the
"7Fe (32 nm)/SiO2 sample Kr
Irradiated to the dose of

3.3 x 10" ions cm- 2 , etched (RT)
and annealed. Sticky diagrams

500"C represent spectral components
described in the text, the para-
meters of which are reported in
Table 1.

S 700 'C

I S
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[ __ ] D3
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TABLE 1. Mdssbauer parameters of the 5 7 Fe/SiO 2 sample irradiated to the Kr
dose of 3.5 x 10"4 ions cm- 2 and etched: isomer shift (IS) relative to a-Fe,
quadrupole splitting (SQ) and full width at half maximum (r) in mm s-1;
relative subspectrum area (RA) in percent areal density, AD, in 1015 atoms
cm- 2 .

Fe-phases IS QS r RA AD
... ....................... - ............. ................--------------------....

Fe-clusters (S) 0.08 --- 0.64 28 5.9
Fe-oxide (Dl) 0.84 0.82 0.60 32 6.7

(D2) 1.15 1.36 0.58 25 5.2
Fe-silicate

(D3) 1.02 2.38 0.50 15 3.2

CEM spectra after thermal annealings could still be resolved with the same
set of spectral components (5000C) plus a broad sextet which was attributed
to a-Fe precipitates (7000C). The percent amount of Fe-phases at the three
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different temperatures are reported in Table 2. As the temperature
increases, the RA of both Fe-clusters and Fe-oxide decreases, whereas the
silicate phase seems to be thermodynamically favored up to 5000C since its
amount increases at the expense of the other two phases. The new spectral
component which appears after the 7000C annealing is characterized by an
internal hyperfine field lower than that of crystalline a-Fe (31 T instead of
33 T), and by a rather broad linewidth (larger than 1.0 mm s-'). This indi-
cates that at this stage of precipitation a-Fe particles are characterized
by a broad grain-size distribution.

TABLE 2. Percent amount (RA) of the ion induced Fe-phases in the
5 7 Fe/Si0 2 sample irradiated to the Kr dose of 3.5 x 101' ions cm-2 , etched
(RT) and annealed (500 and 7000C).

Fe-phases RT 500 0C 7000C

Fe-clusters (S) 28 15 9
Fe-oxide (Dl) 2 17 10
Fe-silicate (D2+D3) 40 68 46
alpha-Fe (sextet) --- --- 35

3.3. Optical analysis
Samples characterized by CEMS were also optically characterized by

measuring the specular reflectance in the wavelength range 350 to 850 nm.
In order to discriminate the contribution of the mixed Fe from that of the
retained Kr and of the radiation damage, same measurements were performed on
bare silica samples irradiated with 70 keV Kr ions at different doses. The
measured reflectance is reported in Fig. 6 as a function of the wavelength
both for irradiated bare silica and for Fe/SiO. ion mixed specimens. The
curve of untreated silica is reported for reference.

The Kr irradiation of bare silica induced an overall increase of the
reflectance [Fig. 6(b)], more evident at long wavelengths and independent of
the Kr dose. This effect corresponds to an increase of the refractive index
of the implanted layer and can be connected to the compaction of the irra-
diated region (12). A very small effect can be attribute also to the
implanted Kr (13).
In Fe/Si0 2 mixed samples [Fig. 6(a)] the reflectance increases with the

mixed Fe amount (which increases with the Kr irradiation dose), but is not
proportional. In fact samples irradiated to 2.5 x 1015 and 8.2 x 10' s Kr
ions cm-2 show nearly the same increment in reflectivity which is not signi-
ficantly higher than that of implanted bare silica, indicating that at these
irradiation doses the compaction of silica plays the major role. The mixed
Fe has an effect mainly at short wavelengths. The effect of mixed Fe begins
to be appreciable for the sample irradiated to the Kr dose of 1.8 x 101,
ions cm-2 (not reported) and is larger for the specimen Kr irradiated to 3.5
x 1016 ions cm-2.
After the 5000C annealing, the reflectance of implanted bare Si02

[Fig. 6(d)] became lower than that of untreated silica. This antireflecting
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effect was larger the larger the Kr irradiation dose. A reflectance minimumwas present near the middle of the visible range. These features can be
explained with the formation of a perturbed surface layer with refractiveindex lower than that of the bulk. This antireflecting layer probably forms
because of the formation of micropores due to the coalescence of theimplanted Kr in microblisters before its outdiffusion (revealed by RBS).This hypothesis explains also the increasing of the antireflecting effect
with increasing the Kr dose: the larger is the number (or size) of blistersformed upon annealing, the lower is the refractive index of the layer.
In Fe/SiO 2 samples the 5000C annealing [Fig. 6(c)] induced a decrease ofthe reflectance with respect to unannealed samples. The effect was veryevident at long wavelengths where the reflectance became lower than that ofthe untreated silica. A simulation of the reflectance curves (14) revealedthat the behavior of these samples was consistent with a bilayer con-

figuration on the unperturbed SiO2 substrate: the top layer has refractiveindex higher than that of the substrate and the intermediate layer hasrefractive index lower than that of untreatew SiO2. It is easy to identify
the top layer with the very near surface region where mixed Fe is present.The formation of micropores is not effective enough to reduce the value of
the refractive index of the layer where Fe is present below that ofuntreated silica, but causes the formation of an antireflecting layer atlarger depths where only Kr was present after ion mixing. Moreover RBS ana-
lyses showed that Kr was mainly distributed in a 75-nm-thick layer in the

_I
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case of implanted bare silica, and in a 140-rm-thick layer in the case of
the Fe/SiO 2 mixed specimens. These values for the regions of modified
refractive index are consistent with a reflectance minimum in the visible
range for irradiated bare silica and in the near infrared for Fe/Si0 2 mixed
samples.
Finally after the 700 0C annealing, the reflectance in the visible range of

the Kr irradiated bare SiO was coincident with that of untreated silica,
with the exception of small differences at short wavelengths [Fig. 6(f)].
This can be attributed to a nearly complete recovery of the radiation
damage with structure reconstruction. The total disappearance of the
implanted Kr is consistent with this hypothesis.
The reflectance of mixed Fe/SiO2 [Fig. 6(e)] was still higher than that of

untreated silica, but lower than that of unannealed specimens. The damage
recovery caused the disappearance of the antireflecting intermediate layer
while the large reduction in the Fe content can account for the lower
reflecting effect.
In connection with reflectance measurements we recorded also the transmit-

tance of our samples in the same wavelength range, in order to calculate
their absorption. Using the untreated silica as a reference, differences
greater than experimental errors were observed only for the Fe/SiO 2 sample
irradiated to the highest Kr dose, i.e. 3.5 x 1016 ions cm- 2 . Absorption
(in %) was calculated as: A = 100-(reflectance %)-(transmittance %). The
absorption of the unannealed sample increased monotonically with the
decreasing of the wavelength, being about 2.5% at 700 nm and about 6% at
400 nm. After the annealing at 5000C, this absorption reduced of about a
factor of 2, while after the 7000C annealing its values increased again up
to about the 80% of those of the unannealed sample.

Perez and co-workers (14) studied t'e Fe ion implantation in silica and
attributed the increase in the optical absorption of their samples to small
metallic-Fe or Fe30, precipitates in the SiO 2 matrix. Probably this is true
also in the present case: in fact CEMS analyses show that the amount of Fe
in metallic precipitates decreased of a factor of 2 after the annealing at
5000C, while after the 7000C annealing the amount of Fe in small super-
paramagnetic and in larger a-Fe precipitates was only slightly lower than
that present in the form of small superparamagnetic metallic-Fe precipitates
in the unannealed sample.
The interpretation of the reflectance increase in ion mixed samples is

still ambiguous and no direct connection can be safely established with Fe-
phases detected by CEMS. The major difficulty stays on the lack of clear
dose-dependent effects, probably because the total amount of mixed Fe is
actually not very high. The use of Kr irradiation doses higher than 3.5 x
10"8 ions cm-2 is not useful because the increase of the mixed Fe amount is
counterbalanced by detrimental effects in the surface morphology. In the
proceeding of this work we will use Xe ions to obtain a higher mixing effi-
ciency.
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ION-BEAM ALLOYING AND THERMOCHEMISTRY OF CERAMICS AT HIGH
TEMPERATURES

I.L. Singer and J.H. Wandass.

U.S. Naval Research Lab. Code 6170. Wash.D.C. 20375.

I. INTRODUCTION

High fluence ion implantation affords the possibilities of creating unique materials by
overcoming chemical or physical processing liitations. Recently there has been
considerable interest in high-fluence implantation into heated substrates in the
semiconductor industry, where this "hot" implantation process has been shown to produce
buried dielectric layers in Si [Ref. 11. Hot implantation into metals [Ref. 2] and ceramics
[Ref. 31 has also been investigated for producing graded interfaces with improved surface
mechanical properties. Unlike "low" temperature implantation, which sustains only
athermal mechanisms for solute redistribution and usually produces metastable phase
formation [Ref. 4,5,6], hot implantation should be controlled by thermal processes (e.g.,
thermochemical reactions, diffusion, and defect annealing) leading to stable-phase
formation. Hot implantation metallurgy, however, is expected to be more complicated in
engineering materials than in Si because three or more elements are generally involved.

This paper has two goals. The first is to show the type of solute redistribution that
can occur during high fluence implantation of All and Ti+ into two ceramics, SiC and
Si3N4, at high temperatures. The second is to demonstrate how simple calculated ternary
phase diagrams can provide guidelines for interpreting the rather complicated
compositions obtained during "hot" implantation and ion mixing of metals in ceramics.

2. EXPERIMENTAL

2.1 Substrate PreParation and Ion Imolantation
Commercial SiC and Si3N4 substrates (SiC: ESK high-density sintered alpha; Si3 N4:

Norton NC132, MgO hot-pressed and Ceradyne 147, Y20 hot-pressed) were polished to a
3-Mm diamond finish. Ion implantation was performed at NRL in a Varian/Extrion high
current implanter. Base pressures before implantation were in the 10-7 Torr range. Ti+

ions were implanted at and energy of 190 keV and AI+ ions at 110 keV, both to a
fluences of 4 x 1017 ions/cm2 , in order to achieve approximately 45 at. % peak
concentration at the same depth in both SiC and Si3N4. The predicted range and range
straggling values for the four combinations are about 116 nm and 36 nm, respectively
[Ref. 7].

During implantation, subs'rates were either held at room temperature or implanted
"hot." "Hot" implantation denotes direct heating of the substrates by the intense ion
beam (up to 40 MjA/cm 2) and was achieved by suspending the substrates in a Mo sheet
basket during implantation. An optical pyrometer, calibrated by a thermocouple, was used
to monitor the substrate temperature. A few minutes after implantation commenced,
substrates reached temperatures of 900 OC. For both cold and hot implantation
conditions, substrates were partially masked in order to retain a nonimplanted area of
each surface.
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2.2. Surface Analysis
The near surface composition was investigated by X-ray Photoelectron Spectroscopy

(XPS). XPS was performed with monochromatized Al X-rays in a Surface Science
Instrument (SSI) small-spot analyzer. Sputter depth profiling was accomplished using 3
keV Ar + ion bombardment. Depths of the ion-milled craters were measured by Michelson
interferometry. Data analysis was performed using SSI software routines. Composition
vs depth profiles were quantified by integrating the photoelectron spectra and
normalizing them using SSI's modified Scofield cross sections. Scanning electron
microscopy (SEM) and energy-dispersive X-ray analysis (EDX) were performed in a
commercial instrument.

3. RESULTS

3.1. Al-implantation, Scanning electron microscopy of implanted SiC showed submicron-
size spherical particles distributed uniformly over the implanted surface. These particles
can be seen in the SEM micrograph in Fig. J, surrounding the Vickers' indentation in the
hot-implanted surface. EDX analysis (V. = 5 keV) on a sphere, between the spheres and
over wide areas gave AI/Si ratios of 2.5, 0.4, and 0.5 respectively, indicating that the
spheres were composed mainly of Al.

F!

FIGURE 1. Scanning electron micrograph
of Al-implanted (hot) SiC surface, showing
Al-rich spheres.
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FIGURE 2. XPS sputter-depth profile of Al-implanted (hot) SiC.
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FIGURE 3. XPS sputter-depth profile of Al-implanted (hot) Si3 N4 .

In order to obtain reliable XPS depth profiles of the hot implanted SiC layer, the Al
spheres were etched off the surface with a 20% aqueous sodium hydroxide solution. The
XPS depth profile, displayed in Fig. 2, shows a flat Al concentration of 17% to a depth
of about 200 nm. Room temperature implantation profiles (not shown), by contrast,
showed a Gaussian-like distribution, with a peak concentration at 110 nm of around 40
at. %. Apparently, in the hot-implanted substrate, Al moved to the surface during
implantation and, because the temperature was above the melting point of Al (ca. 6601C
in bulk), it melted and formed droplets of Al.

An XPS depth profile of the hot implanted Si 3 N4 layer is shown in Fig. 3. This
profile was more nearly Gaussian, although it too displayed a somewhat flat top, leveling
out at a concentration of about 40 at. %. Room temperature Al implantation showed a
more sharply peaked Gaussian profile (not shown).
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FIGURE 4. XPS sputter-depth profile of Ti-implanted (hot) SiC.
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FIGURE 5. XPS sputter-depth profile of Ti-implanted (hot) Si3N4 .

3.2. Ti-implantation. XPS depth profiles of Ti implanted (hot) into SiC and SisN4 are
shown in Figs. 4 and 5, respectively. These profiles, reported and discussed elsewhere
[Ref. 3], are presented here for comparison with the hot Al implantation profiles. The Ti
depth profile in the SiC substrate shows a Gaussian-like distribution, similar to that
found in the room temperature Ti-implanted SiC. By contrast, in the hot-implanted
Si3N4 substrate, the profile shows considerable Si outmigration combined with TiN
formation at two depths. These features have also been confirmed by TEM and RBS
analysis [Ref.8], the latter a profiling technique which does not suffer from preferential
sputtering and the resultant composition changes often found in XPS profiles.

4. DISCUSSION

In order to understand the compositions achieved by high fluence, hot implantation
into compounds, both thermdynamic and kinetic factors should be considered. In this
paper, however, we focus only on thermodynamics; in particular, on a simple method for
predicting possible solute redistribution and phase formation. The method relies on
calculated ternary phase diagrams, or more accurately, on isothermal sections of
calculated ternary phase diagrams. Similar diagrams have been used recently to
rationalize interfacial reactions in a number of metal-Si-O systems [Ref. 9] and ternary
semiconductor systems [Ref. 10].

Ternary or higher order phase diagrams provide the correct description of competing
phases where three or more components are in thermodynamic equilibrium [Ref. Ill.
Unfortunately, complete ternary phase diagrams are not available for most materials at
all temperatures of interest. For the purpose of assessing possible compositions in the
highly nonequilibrium environment of the implanted layer, one may use readily available
(albeit of variable quality) thermochemical data to calculate ternary phase diagrams for
the elements of interest. In practice, one computes the stable "tie-lines" of the ternary
system, i.e., lines joining binary compounds that do not react with one another. In the
present treatment, we limit ourselves to ternary phase diagrams incorporating binary
compounds. (see Appendix for more details.)

Calculated ternary phase diagrams for Al-Si-C and Al-Si-N are shown in Figs. 6 and
7. For Al-Si-C, two diagrams are shown because calculations showed that the tie lines
may have switched from Si-A 4C3 to Al-SiC at 5700C or 9000C, depending on the
thermochemical data used (see Appendix). The two tie lines for the AI-Si-N diagram,
however, were found to be stable at all temperatures.
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FIGURE 6. Calculated ternary phase diagrams for the Al-Si-C system at "low" and "high"

temperatures. (see Appendix for details.)
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According to the "low" temperature Al-Si-C diagram, Al initially reacts with SiC to

form A14 CS, plus elemental Si. By constructing a reaction line from Al to SiC, one finds

that no elemental Al is produced until the concentration of Al reaches 42 at. %.

However, in the 'high" temperature Al-Si-C system, elemental Al is the stable product at

all concentrations. Considering the experimental data in Fig. 2, we suggest that at this

temperature (9001C), implanted Al remained a solute species and was able to diffuse out

of the implanted layer. On reaching the surface whose temperature far exceded the

melting point of Al (660 0C), the Al agglomerated into the droplets seen in Fig. 1.

By contrast, Fig. 3 shows that very little Al migrated out of the hot-implanted Si3 N 4

layer because most of the Al, according to Fig. 7, tends towards comnound AIN, not

elemental Al, formation. At Al concentrations above 36 at. %, however, free Al should

form, which could account for the flattening of the hot-implanted Al profile at peak

concentrations about 40 at. %.
To more easily visualize and better quantify compound formation in implanted layers,

we have constructed hypothetical phase distribution vs depth profiles for the two ternary

systems. These profiles were calculated from the Al-Si-C and AI-Si-N ternary diagrams

in Figs. 6 and 7, using the lever rule applied to the Gaussian depth distributions

predicted for the energy/fluence conditions used. The phase profiles for Si3 N 4 implanted

with Al to a fluence of 4 x 101
7/cm 2 at 110 keV are shown in Fig. 8. One observes

the reaction products AIN and Si throughout the implanted layer and elemental Al from a

depth of 100 to 140 nm. This is the depth range where the measured Al profile in Fig. 3

flattened out. The phase profiles for SiC implanted with Al to 4 x 1017/cm 2 at 110 keV
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are shown in Fig. 9. As expected, the profiles give a Gaussian profile of elemental Al in
a diluted SiC matrix. These profiles are particularly useful for a systems like Al-Si-N or
even the more complex Ti-Si-N ternary [Ref. 8] where mixtures of compounds and
elements are present.

100

W 60 - 180 A20N204

DEPTH (nm) DEPTH (nm)

FIGURE 8. Calculated phase distributions vs depth distribution for Al implanted at 110
keV to a fluence of 4 x I 0'7/cm 2 into Si 3N4. (left)

FIGURE 9. Calculated phase distributions vs depth distribution for Al implanted at 110
keV to a fluence of 4 x 1017/cm 2 into SiC. (right)

N C
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TINTisc

TiN

T1 Ti6sl3 Tisi TISI2  Si TI TI51'%Ts TISI T51 Si

FIGURE 10. Calculated ternary phase diagrams for the Ti-Si-N system.

FIGURE 11. Ternary phase diagrams for the Ti-Si-C system, adapted from Ref. 13.

Calculated ternary phase diagrams have been used in a similar fashion to explain the
concentration vs depth profiles of Ti implanted into Si 3N4 and SiC (Figs. 4 and 5). The
calculated Ti-Si-N diagram [Ref. 12] is shown in Fig. 10. In the reaction of Ti with
SiN 4, elemental Si is produced at all concentrations of Ti up to about 44 at. % because
of the tie line that joins TiN to Si. Again, we suggest that the redistribution of Si in
Ti-implanted Si3N4, presented in Fig. 5, is possible because of the presence of free Si
[Refs.3,8]. By contrast, there is no tie-line joining either Si or Ti in the Ti-Si-C

ternary diagram (see Fig. 11) rRef. 131, and the reaction of Ti with SiC up to elemental
Ti concentrations of 45 at. % produces only compounds (carbides and silicides). A phase
distribution vs depth profile for SiC implanted with Ti to 4 x 10 7/cm 2 at 190 keV is
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illustrated in Fig. 12. Hence, while many reactions should occur as the Ti implantation
concentration increases, elemental Si is not expected to be one of the products therefore
no solute redistribution of Si is predicted.

1001 1 1 1

80

wU 60  liC
FIGURE 12. Calculated phase

- 40 ' * '
'

* distributions vs depth distribution for
> sic 70 2  Ti implanted at 190 keV to a fluence

20 of 4 x 1017/cm 2 into SiC.
TiiSiC

0 60 120 180 240 300
DEPTH (nm)

Ternary phase diagrams may also be used to assess thermochemical factors influencing
ion mixing of metals on insulators. Previous considerations of thermochemical factors in
ion-mixing studies have been based on "the enthalpy rule of metal-insulator mixing,"
which holds that mixing occurs only if the reaction enthalpy is negative [Ref. 14,15,16].
The reaction enthalpy is determined by writing the balanced equation for reactants of a
metal-insulator system against knowiareaction products. Reaction enthalpies are then
calculated using standard heats of formation data as found in e.g. Ref. 17. For example,
in the Zr-AI20 3 system, one calculates enthalpies for the equation

3Zr + 2A120 3 = 3ZrO2 + 4A. (1)

Farlow et al [Ref. 15] recently ion mixed and analyzed more than 20 metal-insulator
pairs and found the rule held for most, but could not account for mixing in the Zr-A120 3
system, whose reaction enthalpy was nearly zero. This apparent ambiguity of the
enthalpy rule, however, can be understood by examining the calculated Zr-AI-O ternary
phase diagram, illustrated in Fig. 13. If one draws a reaction line (shown as a dashed
line) between Zr and A120 3 , it is clear that A1.0 3 is reduce (initially) to ZrO2 and
AI 2Zr, not to the reaction products given in eqn. 1. The problem with applying the
enthalpy rule in this case was that the reaction enthalpy was calculated for the obvious
product, but it was the wrona product. In calculating the ternary diagram in Fig. 13,
all reactions products were considered.

0

zro 2  o FIGURE 13. Calculated ternary phase
Z/o diagrams for the Zr-AI-O system (T <

14000C). The dashed line is a reaction
line that depicts compositions obtained by
reacting Zr with A120 3 .

Zr A13Zr AI3 2"J~ Al

14 rAJZ
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A second example of the ambiguity inherent in the enthalpy rule is found in Ref. 16,
where the authors attempted to use the rule to explain results of ion mixing Ti on Si3 N4 .
They computed a positive enthalpy assuming TiSi or TiSi 2 products but a negative
enthalpy assuming a TiN product and had to conclude that the reaction could go *...either
way, depending on the assumed reaction product." The ternary phases diagram in Fig. 10
shows explicitly which reaction products are expected (e.g. TiN and Si) and predicts
mixing if thermodynamics were the controlling factor. (In fact, although the authors in
Ref. 16 did not observe mixing in the Ti-Si3N4 system, Noda et al [Ref. 18] have
presented clear evidence for mixing at room temperature.) Ternary phase diagrams,
therefore, should be used in place of the enthalpy rule of mixing because they perform
the same function as the enthalpy rule but take into account all possible reactions. And,
as discussed in the appendix, the calculated diagrams also include entropy contributions
ignored by the enthalpy rule.

5. SUMMARY AND CONCLUSIONS

Surface analysis performed on All and Ti implanted "hot" into SiC and Si3 N4
indicated "anomalous" redistribution of Al in SiC and Ti in Si3 N4 . Thermochemical
reactions expected in these ternary systems were explained with ternary phase diagrams
calculated from thermochemical data for binary compounds. The calculated ternary phase
diagrams indicated that elemental Al and elemental Si are favored in the two cases where
these species were found to redistribute, but Al and Si compounds were favored in the
two other cases where no solute redistribution was seen. Ternary phase diagrams were
also shown to be more reliable than the enthalpy rule for predicting ion mixing of metal-
insulator pairs. Thus, calculated ternary diagrams appear to be easy to use and useful
tools for assessing and perhaps predicting compositions achieved in ion implanted and ion
mixed ceramics.
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APPENDIX

Ternary phase diagrams provide a complete description of phase equilibria in three
component systems. In such systems at equilibrium, Gibbs phase rule must be satisfied,
i.e., P = C - F + 2, where P is the number of phases, C is the number of components,
and F is the number of degrees of freedom. For a solid solution of 3 components at
constant temperature and pressure, only 2 degrees of freedom are possible, i.e., the
concentration of 2 of the 3 components; hence, the number of phases equals the number
of components. In such an isobaric, isothermal section of a ternary phase diagram, a
region of three phases in equilibrium is represented by a triangular area whose vertices
are the three equilibrium phases; the sides of the triangle are tie lines and the vertices
sr ;fy the compositions of the three co-existing phases. For simplicity (and, in part,
out of ignorance) we ignore ternary phases (invariant points) and assume that binary
compounds are stoichiometric (no bivariant lines).

An equilateral triangle provides a convenient framework for constructing this
simplified ternary phase diagram and determining compositions. The three elements are
placed at the vertices of the triangle. Binary compounds, known to exist at the specified
temperature/pressure conditions, are placed according to some scale, e.g. at. %, at points
on the sides of the triangle. The larger triangle is then subdivided into n + I tie
triangles (where n is the number of binary compounds) whose vertices define, according
to the phase rule, the three phases that determine the composition of any point within
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the triangle, or two phases if the point lies on a tie line. Tie lines, in other words,
connect phases that are stable when brought in contact.

Tie lines are established by calculating the Gibbs free energy of reaction between
competing reactions at the point where the two possible tie lines would cross. This is
performed by writing balanced equations for all the possible reaction products, such as
those given in eqns. (1) and (2) above and (Al) and (A2) below. Tie lines are then
chosen by a process of elimination from those reactions which give the lowest negative
free energy. Since free energies vary with temperature, tie lines may switch as the
temperature changes. Once the ternary diagram is established, the amounts of each
phase present at a point in the diagram can be computed by the lever rule (Ref. 11].

In this work, several methods for determining tie lines and their switching
temperatures were used because the necessary thermochemical data were either inaccurate
or contradictory. Calculations were performed for temperatures from 251C to 15000C. In
the Si-N-AI case, the reaction

4AI + Si 3N 4 = 4AIN + 3Si (Al)

gave AG0
2gsK = -120 kcal/mole, and a tie-line switch would not be expected. However,

in the Si-C-Al case, AGO298K values for the reaction

4AI + 3SiC - AI4Cs + 3Si (A2)

varied from -9 to +3 kcal/mole, depending on the method of calculation, so we had to
consider that the tie lines might switch at some temperature between 251C and the
implantation temperature, 9001C.

The first method used room temperature &H02s and S0298 values to approximated
AGT = AH0

2 9sK - AS 0
29sK(T - 298K) [Ref. 17]. The limitations of this approach are

obvious, as it does not take into account the temperature dependence of AH°298K. This
method predicted an A14C3 - Si tie line up to about 570*C, then a switch to an Al - SiC
tie line at higher temperatures. The second method used an algebraic representation for
the Gibbs energies of reaction: AG 0T = A + BT logT + CT (Ref.19]. The solution of
these equations indicated the same tie lines but a switch temperature of about 900*C. A
third method used tabulated values of the Gibbs function for the various reactants
[Ref.20]. This method predicted that the Al - SiC tie line is stable over the temperature
range 25 to 15000C. We suggest, therefore, that the Al - SiC tie line should exist at
temperatures above 600 to 900 0C, or, perhaps, as low as 25*C.
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1. INTRODUCTION
Zirconium oxide ZrO2 , as an important representative of advanced ceramic

materials, has outstanding mechanic, refractory, and electrochemical proper-
ties. In addition to its wide use in ultra-strong stabilized zirconia tools
and as an ion conducting electrolyte in oxygen sensors, pumps, and fuel
cells, it has recently been examined for use in ceramic automotive engines
and as a support for high temperature catalysts (1,2). Zirconia plays also
a crucial role in nuclear reactors as a protective oxide layer on various
zirconium-alloy components, such as fuel cladding, fuel channels and
pressure tubes. It appears that iron impurities in zirconia may seriously
affect the properties of the zirconia-based ceramics as well as the oxida-
tion characteristics of zirconium alloys (3-5). However, unlike the Zr-Fe
alloy system, which is rather well established (6), the knowledge of the
ternary Zr-Fe-O system is still in its infancy (7,8). Therefore, detailed
understanding of the state of iron in zirconia, and - particularly - its
role in oxygen and hydrogen transport, is of primary interest.

During the past several years it has been indicated that much can be
learned about the properties and structure of ceramic insulators from
Mdssbauer spectroscopy on ion implanted specimens (9-16). In particular, it
was shown that the local charge states and environment of implanted Fe ions
in ceramic matrices can be most effectively studied by conversion electron
Mdssbauer spectroscopy (CEMS). It was demonstrated previously (16), for the
ZrO. specimens implanted at room temperature to fluences of 5 x 101' and
101' Fe ions/cm2 (-I at. % Fa), that implanted iron exhibits very different
features from iron introduced into zirconia at thermal equilibrium by sin-
tering, alloy oxidation or mineralization. Therefore, one can expect that
in rapidly quenched ceramics or in ceramics exposed to radiation environment
the chemical and physical properties of Fe impurities may dramatically
differ from those in equilibrium conditions. In order to establish the
variation of the various charge states versus concentration of implanted
iron in the present work the measurements were extended to the range of
fluences from 1011 to 1017 ions/cm2 . The work is still in progress and the
results reported below are preliminary and fragmentary.

2. EXPERIMENTAL RESULTS
The 0.2 pin zirconia films were prepared by anodic oxidation of very pure

(<20 ppm Fe) 50 pm thick zirconium foil in a 0.2-molar H2SOI solution. The
resultant films consisted mostly of cubic Zr02 with small micropores of
-3 nm diameter. The 100 keV 57Fe+ ions were Implanted at ion currents of
-2-3 pA/cm 2 to fluences of 1015, 2 x 1011, 5 x 1011, 1011, 2 x 10"1,
3.5 x 1014, 5 x 10"1, 7.5 x 10"1, and 1O1 ions/cm 2 . In each case the
implanted area was 1 cm2. During the implantations the targets were held at
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room temperature in a vacuum of 10-4 Pa. The calculated mean projected

range Rp and straggling in range ARp for 100 keV $'Fe ions in ZrO. are equal
to 45 and 20 nm, respectively. For the above range of fluences, this
corresponds to mean concentrations from 0.15 to 15 at. % Fe.

The conversion electron Mdssbauer spectra were measured in the backscat-
tering geometry - energy integral mode, using a helium flow proportional
counter. The Mdssbauer source consisted of 50 mCi 9

7Co diffused in a Rh
matrix. During the measurements both the source and the specimens were held
at room temperature. Some representative spectra measured for as-implanted
specimens are presented in Fig. I and the spectra obtained for thermally-
annealed specimens are given in Fig. 2. The spectra were deconvoluted into
sets of Lorentzian lines using a least-squares fitting program. The
obtained positions, separations and relative intensities of individual com-
ponents in the spectra are represented in the figures by the bar diagrams.
The velocity scale is always referred to metallic a-Fe. The variation of
the spectral parameters with the concentration of implanted iron ions is
shown in Fig. 3.
The analysis of the Mdssbauer spectra indicated that as-implanted iron

occurs in zirconia in several different oxidation forms, with the relative
abundances strongly dependent on the concentration (fluence) of implanted
ions, as shown in Fig. 4.
The first fraction of iron, represented by the doublet with the isomer

shift IS = 0.30-0.45 mm/s and the quadrupole splitting QS = 0.95-1.3 mm/s,
was ascribed to high-spin ferric ions Fe3 + (3d). The values of the isomer
shift and the quadrupole splitting suggest that Fe"4 ions are located
substitutionally in distorted oxygen octahedra (17). The Fe3+ fraction pre-
dominates at the lowest fluences but quickly decreases to zero at a fluence
of 1014 ions/cm2 (I at. % Fe), and thereafter it recovers slowly to about
10% relative abundance at high fluences. The maximum concentration of Fe3

+

that can be substitutionally incorporated on Zr4+ sites in an as-implanted
ZrO2 matrix is about 5 x 1020 Fe/cm

3 , which is comparable with the solubi-
lity level of Fe in yttria stabilized zirconia, as determined by Burggraaf
et al. (17) from Rutherford backscattering data. The predominant occurrence
of iron in ZrO 2 in the form of Fe3+ , as observed at concentrations of
-0.1 at. % Fe, is in agreement with the results of EPR measurements (18) and
with the conclusions based on lattice energy calculations (19).

Two other fractions of iron are represented by two doublets with large
isomer shifts and quadrupole splittings, IS = 1.2-1.3 mmls and QS = 1.5-1.8
mm/s, and IS = 1.1 m/s and QS - 2.6-2.8 mm/s, respectively. The values of
these parameters correspond to high-spin ferrous ions Fe2 + (3d'). By ana-
logy with MgO (10) and A1.03 (12) the two different sets of parameters are
thought to be representative of Fe2+ ions located at two crystallographi-
cally nonequivalent lattice sites with different electron densities and
local symmetries. As seen in Fig. 4, the abundances of both Fe2+ fractions
first rise rapidly with increasing Fe concentration and then, after reaching
maxima of about 60 and 20% near 1 at. % Fe, they both decline slowly to
about 10% magnitude with increasing fluence. Relatively large magnitudes
for the IS and QS for both sites, as compared to the values of these
parameters in other oxides (see Table 1), suggest that the bonds between
Fe2+ and oxygen ions in ZrO. are characterized by a fairly low degree of
covalence.

The last fraction of iron, represented by the single line with the isomer
shift IS - -0.1 mm/s, should be ascribed to very small aggregates of
metallic iron in neutral charge state, FeO. The relative abundance of this
form of iron increases from nil for the fluence of 10"9 ions/cm 2 to about
50% for fluences of 7.5 x 101" and 1017 ions/cm 2 . At these fluences one
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addition to the single line component (FeO) and three doublets Fe2+I, Fe2+ii,
and Fe3+, a characteristic pattern of six lines due to ferromagnetic
metallic iron aggregates with already fairly large mean diameter (>3 nm).
To take into account the distribution of the sizes of the particles these
spectra were best fitted with two sextets, corresponding to internal magne-
tic fields of H = 30 and 32 T. The relative intensities of the lines 2 and
5 compared to lines 1 and 6 (A2/1 = As, = 1.3) in both sextets indicate
that the metallic iron particles isolated in zirconia matrix are magneti-
cally coupled and oriented in the plane parallel to the surface of the spe-
cimen. It is notable that the spectrum obtained by us for the Zr0 2 specimen
implanted with 1017 Fe/cm2 is very similar to that observed by Burggraaf et
al. (17) for the ceramic specimen of yttria stabilized zirconia; 0.83
ZrO 2-0.17 YO.s, which has been implanted with 15 keV, 8 x 1014 Fe/cm

2 .
Annealing in air of the specimens implanted with 5 x 1015 and 10l

ions/cm2 resulted, even at fairly low temperature (573 K for 24 h), in
almost complete transformation of Fe2+ to Fe3+ (see Fig. 2). We believe
that this enhanced internal oxidation, which occurs at significantly lower
temperatures than in any other oxide studied so far, is facilitated by high
porosity of the specimens and the extraordinarily high mobility of oxygen in
zirconia. The fact that the splitting of Fe3 + doublet in annealed specimens
(QS = 0.9 mm/s) is smaller than in as implanted ones (QS = 1.15 mm/s) points
to rearrangement of iron environment upon annealing to a-Fe 203 like form.
The Mdssbauer spectra obtained for room temperature Fe implants in

Zr0 2 are clearly different from those obtained for single crystals of
Al203 (sapphire) implanted at room temperature, but appeared to be very
similar to those measured by McHargue et al. (12) for sapphire implanted at
liquid nitrogen temperature with 150 keV Fe ions. In accordance with the
interpretation of their data (20), this observation may suggest that zir-
conia can become amorphous at ion bombardment even at room temperature.
Additional arguments in favor of this hypothesis will be presented in the
discussion.

3. DISCUSSION
The comparison of the distribution of the valence states of iron in

ZrO2 with similar data in different crystalline insulators; LiF (9),
MgO (10), A1203 (12), SID, (13), and TiO 2 (14) (see, Table 1 and Fig. 5)
shows that the various matrices are represented by characteristic occur-
rences of valence states of iron. It has been shown (9,10) that the
occurrence of various valence states of iron as a function of the con-
centration of implanted iron ions provides valuable information about the
nature of radiation damage and induced chemical effects in any given
material. In particular, in the case of LiF and MgO it was demonstrated
that the probabilities of finding various iron states (FeO, Fe2+ and Fe' + )

at an arbitrary iron concentration x can be described by a binomial distri-
bution:

PN(nx) = n xn(1x)Nn [1]

where N corresponds to the number of neighboring cationic sites which can be
replaced by iron and which form complexes of n iron atoms with the iron
probe atom. Whether such simple statistical model applies to ZrO2 or not,
is not clear so far. In particular, the observed evolution of the Fe3+ in
ZrO2 can be approximately described by a binomial distribution P3,,(1,x).
Thus, in terms of the model it can be inferred that the existence of Fe3+ is
only possible if another Fe ion is not present in a zone extending to as
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many as 300 neighboring cationic positions. The reason for much faster evo-
lution of charge states and aggregation of Fe in ZrO2 compared to MgO (10)
and AI1O (12) is not clear so far but it seems to be in line with the very
low solubility of Fe in ZrO,, the high density of oxygen vacancies and the
high mobility of oxygen.
In comparison to other oxides studied so far and listed in Table 1, zir-

conia has a very different structure of distorted fluorite. It is based on
the simple cubic packing of the oxygen ions with the Zr4+ in half the
available sites with eightfold coordination and large voids in the center of
the unit cell due to unoccupied positions in the simple cubic oxygen array.
Iron is virtually insoluble in zirconia, whereas the large amount of vacant
oxygen sites allows for high mobility of oxygen. If Fe2+ or Fe' + is substi-
tuted for Zr4+, the local charge defect must be compensated by oxygen vacan-
cies ([), possibly in a form of two types of complexes: Fe2+ - [] and Fe2 +
- 0 - Fe3+ . However, from an EPR study (18) and lattice energy calcula-
tions (19), it is known that Fe3+, which cannot stabilize zirconia, does not
modify the host lattice around it and that the oxygen vacancies should be
dissociated from the substitutional Fe

2  ion, because the dissociated
complex Is more stable than the partly bound Fe+ - [] complex by several
electronvolts. On implantation, with increasing Fe concentration the system
becomes more and more oxygen deficient (oxygen vacancy rich), so that the
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electroneutrality is more easily preserved by the creation of Fe+ - Q
complexes, in agreement with the experiment. Whether oxygen vacancies are
sited adjacent to Fe2+ ions (substitution of a Fe2+ ion for a Zrl+ - 02-
complex) or are associated with the host cation sublattice (lowering the
effective coordination number of ZrO+ ions) has yet to be resolved, for
instance, on the basis of x-ray diffuse scattering, electron scattering or
EXAFS analysis. By analogy with the case of Y3+ (0.91 A) and Ca2+ (1.06 A)
substitution (21), it can be supposed that also in the case of Fe2+ (0.80 A)
oxygen vacancies are sited adjacent to zirconium, resulting in increased
structural disorder around Zr4+ and lower coordination.

The question of whether or not ZrO, can become amorphous by Ion bombard-
ment has not been resolved in the literature to date. According to the cr1-
terion proposed by Naquib and Kelly (22), ZrO2 is placed close to the
boundary line between the oxides which do amorphize and those which do not.
This boundary is defined by the ratio between the crystallization tem-
perature and the melting temperature of the oxide, Tc/Tm - 1/3. (For ZrO.,
Tc - 800 K and Tm - 3000 K, or Tc/Tm - 0.27). The large mismatch between
Pauling's electronegativities for Fe and Zr (1.83 and 1.33), as well as the
preference of Fe for sixfold coordination and of Zr for eightfold coor-
dination, seem to favor amorphization, whereas differences in ionic
(crystal) radii (RFe2+ = 0.80 A, RFe3+ = 0.67 A, and RZr4+ = 0.80 A) are not
large enough to cause disorder on substitution. An additional fact favoring
amorphization may be the relative structural instability of ZrO 2 , since
crystalline forms of zirconia can be modified by the presence of impurities,
or can coexist and transform from one to another [monoclinic to face cen-
tered tetragonal (-11000C) to cubic (-23000C)]. The fact that the Mbssbauer
spectra of Fe implanted into anodic film (cubic) and polycrystalline powder
(monoclinic) are very similar to each other (cf. spectra 1 and 2 in Fig. 1)
may suggest that the local structure, which is reestablished upon implan-
tation in the vicinity of the implanted Fe impurity, is identical in both
cases.
Finally, we would like to comment on the possible existence of Fe4+

species in our specimens. Such species have recently been considered by
McHargue et al. (23) in their interpretation of the data for A1203 implanted
with Fe at liquid nitrogen temperature. It was postulated that the presence
of high-spin Fe4+ (t3 , d'zz) ions - situated in strongly elongated oxygen
octahedra - helps to Otablish disordered amorphous regions in A120,. In
crystalline compounds the Fe4+ oxidation state is characterized by an isomer
shift, IS - -0.1 - 0.2 mm/s; considerably smaller than that observed for
Fe2+ (1.2 rm/s) or Fe3 + (0.35 m/s) with an oxygen sixfold coordination, and
is consistent with a reduced-electron screening effect (24-26). As the ana-
lysis of our data showed, the inclusion of such an additional component con-
siderably improved the fits of the spectra for all fluences equal to or
higher than 5 x 1016 ions/cm2 . The abundances of the Fe4+ fraction, derived
for various specimens, are depicted by the crossed points in Fig. 4.
Alternatively, this small additional component can be attributed to oxygen

stabilized Zr2Fe (FeZrOx). This compound in its crystalline form has the
parameters: IS = -0.12 mm/s and QS = 0.33 mm/s [Aubertin et al. (6)] or
IS = -0.15 nmn/s and QS = 0.24 mm/s [Vincze et al. (27)]. According to
Harada et al. (7), FeZr 20x (x - 0.6) forms at the Zr-Fe interface in the
presence of oxygen and is stable at temperatures higher than 9000C. The
implantation of additional specimens and measurements as a function of tem-
perature should soon help to clarify this problem.
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4. CONCLUSIONS
The results of this work showed that conversion electron Mdssbauer

spectroscopy permits the analysis of iron implanted in zirconia down to the
level of 0.1 at. % Fe which is close to the concentrations of iron impuri-
ties in ceramics and reactor-grade zirconium alloys. The measurements indi-
cated that the charge evolution of iron impurities in zirconia is
qualitatively similar to that in MgO but different from that in A1203. At
low fluences, corresponding to 0.1 at. %, iron tends to reside in zirconia
mostly as substitutional Fes+ ions dissociated from oxygen vacancies. Fe2+

- oxygen vacancy complexes are mostly formed at medium fluences, at iron
concentrations in a range from 1 to 10 at. %. These complexes are formed in
two different geometrical configurations. The concentration of metallic
iron aggregates rises steadily with the total iron content and predominates
above -10 at. % Fe, where the sizes of iron aggregates become large enough
to exhibit ferromagnetic properties. In addition, the measurements point to
the possibility of amorphization of zirconia at room temperature as well as
to the tendency for fast oxidation of Fe3 + at slightly elevated tem-
peratures. The possibility of the formation of Fe4+ species, and their role
in the stabilization of the amorphous structure is not clear as yet and has
to be elucidated by additional studies.

The authors would like to thank Drs. B. D. Sawicka and J. H. Rolston of
Chalk River Nuclear Laboratories, A. Perez from the University of Lyon, and
C. J. McHargue from Oak Ridge National Laboratory for valuable discussions.
The present work was supported by the CANDU Owners Group under the contract
WP035/6515.
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ION IRRADIATION STUDIES OF OXIDE CERAMICS*
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OAK RIDGE, TN 37831-6376 USA

1. INTRODUCTION
Ion implantation is a useful tool for modifying the near-surface mechani-

cal properties of ceramic materials. Depending on the implantation condi-
tions, the near-surface region may become hardened or softened (amorphized)
relative to the substrate (1). This may In turn exert a strong influence
on the fracture toughness, strength, and wear resistance. It is now estab-
lished that many ceramics can be made amorphous if the lattice damage
exceeds some critical level (1-3). Burnett and Page (1) have shown that
the near-surface hardness of ceramics typically increases with dose during
the initial stages of implantation, then peaks and eventually shows soften-
ing due to the formation of an amorphous layer. The conditions for
amorphization are material-dependent. For oxide ceramics such as MgO and
A120., amorphization has been observed in some cases when the damage energy
level exceeds a value of -5 keV per substrate atom for a room-temperature
implantation (1,2). However, it is also established that chemical effects
associated with the implanted ion species can have a large effect on the
critical dose required for amorphization (2). The specimen temperature is
also very important. The ion dose required for amorphization increases
with increasing temperature (2). It is uncertain whether any ceramic can
be amorphized if the implantation temperature is significantly higher than
room temperature.

The fundamental processes responsible for amorphization are not well
understood due to the complex interaction between chemical (implanted ion)
effects and radiation damage effects. One approach that may be used to
separate these effects involves the use of high-energy ions. In this case,
the microstructure produced near the peak in the implanted ion distribution
may be distinctly separated from the microstructure at shallower depths
where only displacement damage effects have occurred. This paper presents
the initial results of an investigation of the depth-dependent microstruc-
tures of three oxide ceramics following ion implantation to moderate doses.
The implantations were performed using ion species that occur as cations in
the target material; for example, Mg+ ions were used for the MgO and
MgAl2.0, (spinel) irradiations. This minimized chemical effects associated
with the implantation and allowed a more direct evaluation to be made of
the effects of implanted ions on the microstructure.

*Research sponsored by the Office of Fusion Energy, U.S. Department

of Energy under contract DE-ACO5-840R21400 with Martin Marietta Energy
Systems, Inc.
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2. EXPERIMENTAL PROCEDURE

The starting materials for the implantation study consisted of poly-
crystalline MgAl20, (grain size a30 pm), two types of polycrystalline
a-Al.O. (grain sizes of 0.8 and 30 pm), and single crystal MgO. The 5 by
10 by 2 m mechanically polished MgO specimens were implanted at an orien-
tation -70 from (100) in order to minimize ion channeling effects. The
MgA120, and A1203 specimens were irradiated as mechanically polished trans-
mission electron microscope specimens (3 mm diam by 0.5 mm thickness) in a
9-specimen array. The irradiations were performed at room temperature and
6500C using the Van de Graaff facility at Oak Ridge National Laboratory (4).
Table 1 summarizes the implantation conditions. The alumina implantations
were performed with simultaneous beams of Al+, 0+, and He+ (the 0.2 to 0.4
MeV He+ beam produced negligible displacement damage). The energies of the
Al+ and 0+ beams were chosen so that the calculated mean range of both ions
in alumina was 1.2 pm. The spinel and MgO irradiations were performed
using 2.4 MeV Mg+ ions, which have a calculated mean ion range of 1.6 pm in
both materials. In the following sections, the term "damage peak" refers
to the calculated peak in the displacement damage profile. In the present
experiment, this peak occurs at a depth that is -0.1 pm closer to the sur-
face than the mean ion ranges given above.

Table I. Ion implantation parameters

Irradiation
Material Implanted Fluence Peak Damage Temperature

Ion (keV/atom) (0C)

MgAI20, 2.4 MeY Mg+  1.4 x 1021/m2  3.5 25, 650

2.0 MeV Al+  6.9 x 102:/m
2

A1203 1.44 MeV 0+  8.3 x 102 /m2  3.1 25, 650

MgO 2.4 MeV Mg+  4.1 x 1019/m2  0.10 25
MgO 2.4 MeV Mg+  2.1 x 101*Im 2  0.05 650
MgO 2.4 MeV Mg+  8.1 x 102 0/m2  2.0 650

Transmission electron microscopy (TEM) was performed on cross-sectioned
specimens that were prepared by standard techniques (5). The depth-
dependent hardness and elastic modulus of the implanted MgAI20, and A1203
specimens were measured at room temperature with a specialized micro-
indentation ("nanoindenter") hardness tester (6). The indenter load and
displacement were continuously measured during the indentation process so
that depth-dependent hardness measurements could be obtained on as-
irradiated specimens (6,7). Nine to fifteen indentation measurements were
performed in the control and irradiated regions of each specimen. The max-
imum load for each indent was -0.12 N (12 g).

3. RESULTS

3.1 _
Ion irradiation of spinel at 25 and 6500C produced faulted interstitial

dislocation loops at intermediate depths (-1 pm) along the ion range. The
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microstructure near the implanted ion region and damage peak consisted of a
high density of dislocation tangles for both temperatures. All regions of
the irradiated specimens remained crystalline following both room tempera-
ture and 650 0C implantation. A detailed description of the irradiated
microstructure observed in these specimens is given elsewhere (7).

The cross-section microstructure of spinel following irradiation at
6500C is shown in Fig. 1. The near-surface region was devoid of any
observable defects for depths up to -0.9 pm. The damage microstructure at
intermediate depths of the 6500C specimen is shown in more detail in Fig. 2.
The loops exhibit fault contrast for g - <220> and no fault contrast for
g = <440>. An analysis of the nature of the loops (7) revealed a mixture
of interstitial loops of the type a/4<110>[110} and a/4<110>[1111 which, as
explained by Clinard et a]. (8), are faulted on the cation sublattice.

The depth-dependent microstructure of spinel following irradiation at
250C was very similar to that observed for the 650 0C case (7), except that
interstitial loop formation was also observed in the near-surface region of
the specimen implanted at 250C. The microstructures at intermediate depths
and near the peak damage region of the 250C specimen are compared in Fig. 3.
Isolated dislocation loops are visible at intermediate depths whereas the
peak damage region is a complex mixture of dislocations with no observable
loops. A further inspection of the peak damage region reveals the presence
of dislocation tangles along with other unidentified defects that exhibit
contrast similar to antiphase boundaries (APBs) in ordered crystals (Fig. 4).

Nanoindenter measurements made on specimens irradiated at the two tem-
peratures showed no significant change (<5%) in the elastic modulus. The
hardness at an indent depth of 0.5 pm increased from 8.2 GPa (unimplanted)
to -8.6 GPa (implanted) for both irradiation temperatures as a result of
the irradiation (7). The hardness change (implanted vs. unimplanted) of
the 6500C specimen showed a gradual increase with increasing indentation
depth that could be attributed to the loop-denuded region near the surface
and the high defect density at deeper subsurface regions (7). The hardness
increase of the 250C specimen was essentially independent of depth for
indent depths between 100 and 600 nm (7).

3.2 Alumina
The microstructure of irradiated alumina consisted of dense arrays of

dislocation loops and network dislocations, with no evidence of amorphiza-
tion at either irradiation temperature. The loops were observed on (0001)
and [10i01 habit planes. There were no obvious microstructural differences
between the fine-grained and coarse-grained alumina specimens. Some pre-
liminary observations of the microstructure of irradiated alumina are
described below.

As shown in Fig. 5, the dominant microstructural feature in the midrange
region of alumina irradiated at 6500C is a network of dislocations. A low
density of dislocation loops with habit planes near 101101 were also
observed under different diffracting conditions. An example of the loop
microstructure observed near the peak damage region of a 6500C specimen is
shown in Fig. 6. Edge-on loops lying on the basal plane and on the (01TO)
plane are visible in Fig. 6, with a loop diameter of -20 nm. The midrange
microstructure of the 650 0C specimen suggests that the loop density is sig-
nificantly less than that found near the damage peak (implanted ion
region). The network dislocations observed at intermediate depths have yet
to be observed in the peak damage region, which suggests that either dose
or implanted ion effects may be significant at this temperature.

.4,
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FIGURE 1. Depth-dependent microstructure of spinel implanted with
2.4 MeV Mg+ Ions at 6500C.

0e0bt rom ZWllanted Surfam (pro)

FIGURE 2. Comparison of the midrange microstructure of spinel implanted
at 6500C for two different diffraction vectors, a) weak beam (g,4g),
g z 210. b) weak beam (g,2g), g - 440. Note the absence of stacking
fault contrast in (b). The same area of the foil is shown for the two
different diffracting conditions.
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FIGURE 3. Typical irradiated microstructures of spinel implanted at
250C. The left photograph shows the weak beam (g,3g) microstructure
for damage depths of 1.0 to 1.5 pm. The right photograph shows the
weak beam (g,4g) microstructure for damage depths of 1.4 to 1.9 Pm.
The original irradiated surface lies to the left of both photographs.

FIGURE 4. Weak beam (g,4g) microstructure of spinel implanted at 250C
at damage depths of 1.3 to 1.8 pm. The irradiated interface lies to the
left of the micrograph.
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FIGURE 5. a) Weak beam (g,3g) and FIGURE 6. a) Weak beam (g,3g) and
b) bright field microstructure of b) bright field microstructure of
alumina at an intermediate depth alumina near the peak damage region
(-0.8 pm depth) following irra- (-1.3 pm depth) following irradia-
diatlon at 6500C. tion at 6500C.

The midrange microstructure of A1.0 3 irradiated at _j°C was similar to
the 6500C case. Figure 7 shows the typical midrange loop microstructure
for alumina irradiated at 250C. Loops with diameters -10 nm were observed
on (0001) and {1010} planes. An example of a loop on the basal plane is
arrowed in Fig. 7. Dislocations were observed in both the midrange and
peak damage regions along with the loops. An example of the dislocation
microstructure observed near the peak displacement region of a 250C speci-
men is shown In Fig. 8. A Burgers vector analysis of dislocations suggests
that b = 1/3<01Tl>. A second set of aligned dislocations were observed
with their line vectors nearly perpendicular to [0001], but their Burgers
vector has not yet been determined. Contrast similar to that associated
with APBs was observed under suitable diffraction conditions (Fig. 9).

Nanoindenter hardness measurements were performed at room temperature on
the irradiated fine-grained (d - 0.8 pm) alumina specimens. As shown in
Fig. 10, the elastic modulus of A1.03 (determined from nanoindenter measure-
ments) was unaffected by ion irradiation for indent depths up to 250 nm.
The nanoindenter measurements also indicated that there was no significant
(<5%) change In the depth-dependent hardness of AIO following ion irradi-
ation at 250C (Fig. 11). The measurements suggested that the near-surface
hardness of alumina following irradiation at 6500C (relative to the
nonirradiated value) was Increased by 10 to 20%. For the 650 0C specimen,
the unimplanted hardness was about 10% less than the 250C unimplanted
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FIGURE 7. Microstructure of alumina FIGURE 8. a) Weak beam (g,3g) and
at an Intermediate depth (-0.8 pm b) bright field microstructure of
depth) following irradiation at alumina near the peak damage region
250C. The arrow points to a loop following irradiation at 250C.
on the basal plane.

FIGURE 9. Weak beam (g,2g) microstructure of alumina irradiated at 250C.
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FIGURE 10. Depth-dependent elastic FIGURE 11. Depth-dependent hardness
modulus ratio for Ion-implanted ratio for ion-implanted Al2O2.

hardness; the irradiated hardness for the 25 and 6500C specimens was essen-
tially equal. For comparative purposes, Knoop indentation measurements
were made at a load of 0.25 N and the hardness was calculated from the long
diagonal of the residual indentation. The indentation depth was -0.5 pm.
The Knoop hardness measurements were in reasonable agreement with the
nanoindenter results.

3.3 Magnesia
High densities of small dislocation loops were formed in MgO during

irradiation at a variety of experimental conditions. Irradiation at 650 0C
to a fluence of 2.1 x 10"9 Mg+/m2 produced small (-10 nm diam) loops near
the peak damage region. The loop density was lower and the mean loop size
was larger in the near-surface region compared to the peak damage region.
The damage microstructure following irradiation at 6500C to a higher fluence
of 8.1 x 1020 Mg+/m2 was qualitatively similar to that observed following
the low dose irradiation. The loop density was lower in the near-surface
region and the mean loop diameter changed from -40 nm at a depth of 0.5 Pm
to -10 nm at the peak damage region (1.6 jm depth). Figure 12 shows some
loops that were present at a depth of -1 pm from the irradiated surface.

There was not a large depth-dependence to the irradiated microstructure
for the 250C implantation. Figure 13 shows a cross-section view of MgO
following irradiation at 250C to a fluence of 4.1 x 101 Mg+/m2 (-0.7 dpa
peak damage). An interesting feature observed for this moderate irradia-
tion condition was the appearance of heterogeneous "patches" of small voids
(Fig. 14). Small loops with diameters -10 nm were also resolvable in the
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FIGURE 12. Dislocation loops observed in NgO at a damage depth of '-1 Wm
following irradiation at 6500C.

0.9 . . 2.0

FIGURE 13. General cross-section FIGURE 14. Heterogeneous formation
microstructure of MgO following of small voids (arrowed) at a depth
implantation at 250C. of -1 pm in MgO irradiated at 250C.
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microstructure. Knoop hardness measurements showed a large increase in
hardness for the 250C case, and slight hardness increases for the two 650 0C
cases. Complete details of the irradiation microstructure and hardness
measurements (including hardness anisotropy measurements) are given else-
where (9).

4. DISCUSSION

4.1 General Microstructural Features

Amorphization was not detected in any of the implanted specimens. This
indicates that the critical damage level required to amorphize spinel or
alumina at room temperature by implantation with ions that minimize chemi-
cal effects Is greater than 3.1 to 3.5 keV/atom. Implantation at damage
levels below 3 keV/atom with certain ion species such as zirconium has been
found to induce amorphization in alumina (2), which shows that chemical
effects can be important.

The fraction of defects retained from displacement processes in the form
of visible clusters is much lower in spinel compared to MgO and A12 O. In
particular, only -0.05% of the calculated displacements in spinel at an
irradiation depth of 1 pm result in visible defect clusters (7). Other
researchers have made similar observations (8,10) and have attributed the
resistance to damage accumulation in spinel to the structural complexity of
forming stoichiometric clusters (a minimum of 7 point defects are
required). This implies that higher implantation doses may be needed to
amorphize spinel compared to simpler oxide ceramics such as MgO or A120O.

4.2 Depth Dependence

The peak in the displacement damage profile occurs at a depth that Is
close to the location of the implanted ions. It is therefore difficult to
attribute any depth-dependent microstructural changes solely to implanted
ion effects unless additional tests have been made at lower or higher doses.
On the other hand, if the observed microstructural features do not show a
strong depth dependence then it may be argued that implanted ion and dis-
placement dose effects are of secondary importance.

The microstructure of Implanted spinel exhibited a strong depth dependence
at both irradiation temperatures (Figs. 1-4). Some of the depth dependence
may be attributed to differences in the damage level - with increasing
dose, the density of loops increases until the close proximity of loops
induces interactions that could lead to the formation of a dislocation
network. However, the mechanism for this process is uncertain since the
loops In spinel contain a cation fault and are therefore not glissile. The
microstructure of alumina did not show a strong depth dependence for speci-
mens implanted at room temperature (Figs. 7, 8). Alumina specimens irradiated
at 6500C showed a slight microstructural depth dependence, changing from
primarily aligned dislocations in the midrange region to aligned dislocations
and an array of dislocation loops on (0001) and I010 planes in the peak
damage region (Figs. 5, 6). The MgO specimens showed a weak dependence on
irradiation depth. The main observation was a decrease in loop size with
increasing depth for specimens implanted at 6500C. A similar depth
dependence of loop size has been reported for ion-implanted A120, (11).
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4.3 Temperature Effects

Irradiation at 6500C produced microstructures that were qualitatively
similar to the room temperature irradiations. A general observation is
that high implantation temperatures appeared to enhance the depth depend-
ence of microstructural features. For example, spinel showed a loop-
denuded zone within -0.9 lrm of the implanted surface following irradiation
at 6500C whereas the 250C specimen contained loops in the near-surface and
midrange regions. Most of the loops (-70%) in spinel had {110} habit
planes for the 6500C case, whereas the loops were nearly evenly divided
between 11101 and 1111} for the 250C implantation (7). Aligned disloca-
tions were observed in the midrange region of A1203 following implantation
at both 25 and 6500C. However, at 650 0C there was a greater density of
arrays of loops on (0001) and f110 in the peak damage region compared to
the 250C case. The loop density in MgO was lower for the high-temperature
irradiations compared to the 250C irradiation.

5. SUMMARY AND CONCLUSIONS
Initial microstructural observations have been made on three ion-

implanted oxide ceramics. The main microstructural features associated
with the implantations are dislocation loops and network dislocations. The
effect on the resultant microstructure of implantation with ions that mini-
mize chemical effects is uncertain, but the effect does not appear to be
large for room temperature Irradiatlons. Implantations at 6500C produced
microstructural changes that were in general qualitatively similar to the
250C implantation case. The high,temperature implantations appeared to
enhance the depth dependence of the microstructure, although the effect was
often slight.

ACKNOWLEDGMENTS
The author would like to thank C. P. Haltom, M. Williams, J. W. Jones,

and A. T. Fisher for preparation of the TEM specimens, S. W. Cook and
M. B. Lewis for performing the Ion implantations, F. Scarboro for manu-
script preparation, and P. Angellni and P. S. Sklad for manuscript review.

REFERENCES
1. BURNETT, PJ and PAGE, TF, Radiation Effects, 97 (1986) 123.
2. McHARGUE, CJ et al., Materials Science and Engineering, 69 (1985) 123.
3. OLIVER, WC et al., in Defect Properties and Processing of High-

Technology Nonmetallic Materials, Y. Chen et al. (Eds.), Materials
Research Society Symposium Proceedings, Vol. 60, Pittsburgh:
Materials Research Society (1986), p. 515.

4. LEWIS, MB et al., Nuclear Instruments and Methods, 167 (1979) 233.
5. HORTON, LL, BENTLEY, J, and LEWIS, MB, Nuclear Instruments and

Methods, B 16 (1986) 221.
6. OLIVER, WC, McHARGUE, CJ, and ZINKLE, SJ, Thin Solid Films, 153 (1987)

185.
7. ZINKLE, SJ, submitted to Journal of the Anerican Ceramic Society,

(July 1988).
8. CLINARD, FW, Jr., HURLEY, GF, and HOBBS, LW, J. Nucl. Mater. 108&109

(1982) 655.
9. LARAMIE, H, ZINKLE, SJ, and BRADT, RC, manuscript in preparation.

10. MITCHELL, TE, PASCUCCI, MR, and YOUNGMAN, RA, Proc. 40th Annual EMSA
Meeting, (1982), p. 600.

11. KOBAYASHI, S., HIOKI, T, and KIAMIGAITO, 0, Proc. XI Int. Cong. on
Electron Microscopy, Kyoto (1986), p. 1303.



FURNACE ANNEALING OF SAPPHIRE SURFACES AMORPHISED BY ION

IMPLANTATION

D.K. Sood, D.X. Cao*, L.A. Bunn and A.P. Pogany

Microelectronics and Materials Technology Centre, Royal Melbourne Institute of
Technology, 124 La Trobe Street, Melbourne, Victoria 3001, Australia.

*Permanent Address: Institute of Nuclear Research, Academia Sinica, Shanghai, P.O.
Box 8204, China.

1. INTRODUCTION
Surface modification of ceramics by ion implantation is being used to create novel

mechanical [1,2], optical [3], chemical [4] and electrical [5] properties. The ion beam
induced alterations in surace properties are brought about by one or more of the
following factors - microstructure of implanted layer, residual (compressive) stress,
lattice damage and defect-impurity interactions. Implantation parameters such as
energy, ion dose, ion species and substrate temperature can be varied to produce
surface microstructures which can be crystalline or amorphous. Heat treatment can
be applied after implantation to produce further changes in the microstructure and the
phases present in the implanted layer, in order to optimise its beneficial properties.
Thus it is important to understand the fundamental atomic transport processes
occuring during post implantation annealing.

Previous studies on ion implanted A120 3 have shown, a) lattice damage
accumulates to amorphise A120 3 [6,7] at an optimum damage energy density, b)
during annealing, amorphous A120 3, prepared by stoichiometric implantation into
c-axis A120 3 crystals, converts first to the 'y-phase which then transforms to the
%-phase [6] by the outward motion of a well defined planar interface, c) implanted
species either undergo a recrystallization - driven migration outwards to the surface or
do not diffuse appreciably [7,8] and d) under certain conditions, a rapid isotropic
diffusion of In within the amorphous A120 3 layer can proceed at effective diffusion
coefficients up to about 8 orders of magnitude larger than in crystalline A120 3 [9].

In this work, we report on a study of annealing of amorphous surface layers
produced by indium or zinc ion implantation to high concentrations (up to 45 mol %
In) in a-axis or c-axis A120 3. Damage free single crystal sapphire slices were
implanted at liquid nitrogen temperature with 100keV In or Zn ions at doses between
0.8x10 16 and 6x10 16 ions/cm2. The implanted surfaces were studied using Rutherford
backscattering, channeling, reflection electron diffraction and scanning electronmicroscopy techniques. All implants produced an amorphous surface layer (60-90 nm
thickness) having an abrupt interface with the underlying single crystal. The
implanted crystals were annealed in a muffle furnace between 600 and 11900C for up
to 24 hours in flowing argon. Crystallization of the amorphous surface layer, diffusion
and phase separation of implanted species in both crystalline and amorphous sapphire
were observed. The dependence of these phenomena on ion species, ion dose,
substrate orientation (a or c-axis) and annealing temperature is examined in detail,
and has been shown to be quite complex.
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At lower doses (<2x101 6 ions/cm 2), the mode of crystallization depends strongly
on the ion species, and is remarkably different from that reported reviously for
intrinsic amorphous A120 3 produced by stoichiometric implantation. Amorphous
phase with implanted In, transforms directly to o-A120 3 without any evidence of an
intermediary 7-phase. Thus we also provide, to the best of our knowledge for the
first time, evidence for truly epitaxial regrowth of amorphous A120 3 to cc-A120 3
without any occurence of an intermediary 7 phae as reported previously [61 for c-axis
samples. At higher doses (>2x1016 ions/cm2), crystallization is substantially retarded
and rapid diffusion of In within the amorphous phase dominates. In is found to
partially segregate as In2Os particles. In contrast, 4n implantation shows quite
different behaviour. These results are compared with previous published work on
furnace annealing and a tentative unified model is proposed.

2. EXPERIMENTAL
Optically flat single crystals of m-A12 03 (sapphire) were used after pre-annealing

at 14000C in an oxygen environment for 5 days, so that these sapphire slices were
damage free. The single crystals were either c-axis <0001> oriented or a-axis

<1210> oriented. Indium or Zinc ion implantation was performed at 100keV energy,
about 70 off the surface normal of the sample held at about 770K. Ion current density

was less than 2#A/cm 2 and the chamber vacuum was about 5x10 -7 Torr. Ion doses
ranged from 0.8x10 16 ions/m 2 to 6x10 16 ions/cm 2. A typical sapphire substrate,
13mm x 13mm square, was implanted over about two thirds of its area with the rest
masked off, to serve as virgin control. After implantation, the sample was cut into
three pieces, using a diamond saw. Each piece was subjected to an isothermal anneal
sequence at a selected temperature. After a fixed anneal time, Rutherford
Back-Scattering and Channeling (RBSC) analysis was performed and the same sample
was used for further anneal times, to be followed by further RBSC analyses. The
isothermal annealing was performed in flowing high purity Ar gas ambient at 600,
700, 800, 900 and 11900C. Most of the anneal times were varied as 10m, 30m, 1, 2, 3,
4, 7, 10 and 24h. The samples were analysed using the techniques of a) RBSC (2MeV
incident He beam; and two detectors at scattering angles of 1700 and 1100 were used
to get a depth resolution of 2.8nm per channel at 1100), b) Reflection High Energy
Electron Diffraction (RHEED) using a 100keV transmission electron microscope, and
c) Scanning Electron Microscopy (SEM).

3. RESULTS AND DISCUSSION
The experimental data is first presented in section 3.1 for amorphous layers

implanted in c-axis samples. This will be followed by results for a-axis crytals in
section 3.2.
3.1 Results for c-axis AI 9O. crystals.
In order to appreciate the effect of implanted impurities on crystallization of
amorphous A120 3, it is appropriate to recall the annealing behaviour of intrinsic
amorphous A1203 layers studied in detail by the Oak Ridge group [6,10].

3.1.1 The Oak Ridge model for recrmstallization of intrinsic amorphous A190.
White et al [61 employed a stoichiometric implant (two parts Al to three parts oxygen
with the ion energies adjusted to give the same projected range) at liquid nitrogen
temperature into c-axis A120 3 single crystals to produce a 160nm thick surface layer
of the amorphous phase of A120 3 free from any unwanted impurities. Fig. I taken
from their work [6] illustrates schematically the crystallization behaviour of such an
intrinsic amorphous layer of A120 3 deduced from a detailed RBSC and TEM study.
During annealing in Ar ambient, the amorphous A120 3 converts first to the 7-phase.
The crystallized , then transforms to the a-phase by the motion of a well defined
planar interface towards the free surface. Annealing at 8000C for time periods as
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Fig. I Schematic representation of the crystallization behaviour of A120 3 made
amorphous by stoichiometric implantation into c-axis A120 3 single crystal
(after reference 6).

short as 1.5h converts the entire amorphous region into columnar crystallites of the
t-phase of A120 3. Further heating at 8000C results in coarsening of crystallites which
finally merge to produce a continuous film of --A120 3. Fig. 2a shows the RBSC data
of Farlow et al [101 for Al sublattice after annealing such an intrinsic amorphous
layer. After annealing at 8000C for 3h, the aligned yield in the near surface region
does not reach the random value confirming the presence of (highly oriented)
columnar crystallites of -t-phase extending right through to the original
amorphous-crystalline interface (as shown by similar widths of the surface peaks at
8000C and as implanted). The RBSC results of White et al [6] after annealing at
9600C for 45m are reproduced in Fig. 2b. In the Al sublattice, the amorphous-crystal
interface (a--c interface) lies at a depth of 160nm for as implanted specimen. After
annealing the interface has moved toward the surface, and the aligned yield in the
surface region does not reach the random value. From a comparison with TEM
results, they identified the near-surface region down to ll0nm as -- A1203 and the
region from 110--160nm as oc-A120 3 shown schematically in Fig. 1.

Their further measurements showed that the position of 7/c interface varied
linearly with anneal time yielding a velocity of the interface. The measured interface
velocity showed Arrhenius behaviour with an activation energy of 3.6 eV, over the
temperature range of 800-11900C. It may be noted that these results deal with one
crystal orientation (c-axis) only, and the activation energy determined represents that
for growth alone since nucleation sites are provided by the underlying substrate. This
review of previous work will provide the necessary background for our work in the
following sections.
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Fig. 2 RBSC results (after references 6 and 10) showing crystallization of x-A120 3
made amorphous by stoichiometric implantation at 77 0K (a) anneal
conditions, 8000C, 3h; 11900C, 30m, Al sublattice only (b) annealing at 9600C,
for 45m.

3.1.2 The influence of implanted species on recrstalization of amorphous AlOs.
This section contains our results on lower dose (<2x10l 6 ions/cm 2) implantation of Zn
and In.

3.1.2a) Zn implantation into c-axis A 9O.. Fig. 3 shows a sequence of our RBSC
data on a c-axis oriented sample implanted with 100keV Zn ions at about 770K, to a
dose of lx10 16 Zn/cm 2; and annealed at 8000C for 1, 3 and 4.5h. Fig. 4 shows
RHEED data taken from the same sample. The as-implanted surface layer is
amorphous as indicated by the absence of any structure in the RHEED pattern.
RBSC data shows that the a--c interface lies at a depth of 76 nm, and zinc is
randomly distributed in this layer since the aligned and random yields of Zn coincide.
After annealing for lh, the following observations can be made from Fig. 3 - a) in the
Al sublattice (Al surface edge is at channel 812), the aligned yield in the near surface
region drops significantly below the random yield, b) the a-c interface does not move,
c) aligned yield of Zn impurity becomes less than the random yield showing the onset
of substitutionality and d) the full width at half maximum (FWHM) of the Zn peak
increases indicating diffusion of Zn. As the annealing time is increased further, the
implanted layer shows progressively lower aligned yield in the Al sublattice; beyond
the original a-c interface, the crystal is perfect as seen by a sudden drop in the
aligned yield. While the A120 3 regrows, Zn shows progressive increase in
substitutionality and the FWHM of Zn distribution also increases.

After 8000C lh anneal, RHEED patterns show the presence of epitaxially regrown
a-A12 03 (Fig. 4c) and also of -r-A120 3 with (111) planes parallel to the substrate
(0001) surface (Fig, 4d). The different patterns appear on varying the azimuth
(rotating the crystal about the surface normal). The size of the diffraction spots
indicates small ('.2-5nm) crystallites, suggesting a columnar or block morphology of
the surface layer. Further annealing to 4.5h produces no significant changes in the
RHEED patterns

A detailed analysis of all Zn data (in addition to that shown in Figs. 3 and 4)
leads to a tentative model (shown in Fig. 5) to describe the crystallization behaviour
of amorphous A120 3 produced by Zn implantation. Annealing at 8000C for times as
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short as lh converts the amorphous region into column crystallites of c-and --A1203
The m-A1203 is epitaxially aligned with the substrate, and the 7--Al 2O3 is oriented
with (111) planes parallel to the substrate (0001) planes. Further heating at 8000C
results in probable coarsening with progressively better single crystal regions. The Al
sublattice part of the 3h RBSC data in Fig. 3 has a striking similarity to that in Fig.
2a for 8000C 3h anneal. Thus it may be concluded that the addition of Zn to the
amorphous A120 3 phase leads to its conversion to columnar crystallites similar to
those observed during crystallization of the intrinsic amorphous phase (Fig. 1).
However these crystallites are now composed of a mixture of cc and 7 phases, rather
than a single 7 phase.

Implanted Zn profile undergoes gradual increase in FWHM from which an effective

diffusion coefficient of 6x10 - 17 cm2/s can be obtained. Zn becomes considerably
sustitutional (aligned yield reduces by up to 45% of random value). There is no
migration or pile up of Zn at the free surface. RHEED shows no evidence of any ZnO
or Zn particles in the annealed samples. Isothermal anneal sequence (data not shown)
performed on a similar sample at 9000C gives very similar results consistent with the
model of Fig. 5.

As Implanted 2500
In -Qc-axis A1203 lO0keV

2000 1.8x101
6 cm

- 2 at 77
0 K

Annealed at 90OPC in Ar

C-axis 1500 24hr

A1203  j JA Irk

Annealed: 800°C in Argon 500

0

a - A12 0 3  
2000 41w

OR+
7 A'2031500

a-A1203 1000

500

Fig. 5 Schematic representation of the 0
crystallization behaviour of A120 3 made 2W
amorphous by Zn implantation in c-axis As ImPlae I
A120 3 single crystals to doses below 2000
2x10 I6 Zn/cm2. 1500

Fig. 6 RBSC spectra from c-axis A I 1
sapphire implanted with In ions and 500
then annealed isothermally at 9000C.
The arrow marked In shows the channel 0 750 8 No ,
corresponding to the energy for scattering 70 75 800 850 900 950
from In atoms located at the free surface. Channel
Arrow also mark the depth (channel) at
which a--c interface (as-implanted) is
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3.1.2b) In implantation into c-axis AhO . Fig. 6 shows a partial sequence of our
RBSC data on a c-axis oriented sample implanted with 100keV In ions at about
77 0K, to a dose of 1.8x1016 In/cm 2; and annealed at 9000C for selected times of 4h and
24h. The as-implanted surface layer is amorphous (confirmed by RHEED data not
shown here) and the a-c interface lies at a depth of 59 mn in the as-implanted
spectrum. In has nearly Gaussian distribution with its peak located at 14 nm below
the surface. After annealing for 4h, the following observations can be made from Fig.
6 - a) in the Al sublattice (Al surface edge is at channel no. 812) there is clear
evidence of the movement of planar a-c interface toward the surface. The aligned
yield in the surface region nearly overlaps with the random yield and the RHEED
data (not shown) confirms the surface layer is amorphous. The width of the surface
damage peak has reduced. In redistributes with preferential migration towards the
free surface and also inwards to the a-c interface. Similar trends continue as the
anneal time is increased and after 24h anneal (Fig. 6), the implanted layer is regrown
to a single crystal. There is a small damage peak at a depth close to the original a-c
interface characteristic of 'end-of-range' extended defects. More In has migrated
towards the surface and a buried peak develops at a depth corresponding to the a-c
interface. This indicates that some In atoms are segregated around the 'end-of-range*
extended defects. There is considerable loss of In (as shown by the reducing area
under the In peak in Fig. 6) and the residual In is non substitutional.

Thus it may be concluded that the addition of In impurity to the amorphous
A120 3 phase dramatically alters the mode of its crystallization in that the amorphous
phase converts directly to c-A120 3 by the motion of a well defined planar interface
towards the free surface. This behaviour is in contrast to that of Zn described in the
previous section and perhaps emphasises the 'chemical' role of the implanted species.

3.1.2c) Annealing at 11900C for as short a time as 30m drives out the implanted Zn
and In entirely as seen in Fig. 7 by the complete absence of any counts at surface edge
positions of In and Zn. The implanted crystal regrows to near virgin perfection in
the Al sublattice except for small damage peaks remaining at the surface and at the
'end-of-range' depth coincinding with the as-implanted a--c interface position for both
In (Fig. 7a) and Zn (Fig. 7b) implanted samples. However, the oxygen sublattice does
not regrow as well in either case. The inset in Fig. 7 contains RIHEED patterns for
the same samples. The RHEED patterns show good regrowth to single crystal
epitaxial o(-A120 3. Detailed comparison of Kikuchi lines show a slight loss of the
contrast in comparison with the virgin crystal indicating very slight residual damage
in the epitaxial layer.

3.1.3 Influence of Dose. The impurity effects on crystallization are strongly dose
dependent. Fig. 8 illustrates the case for Zn implants at doses of lx1016 Zn/cm 2 and
6x101 Zn/cm 2, after anneal at 9000C in Ar for 0.5h. The as-implanted layers are
amorphous at both the doses. After annealing, the lower dose sample exhibits
conversion of the entire amorphous layer into non planar epitaxial growth of c-A120 3
and probably -t-A120 3 crystallites as described in Fig. 5. However, at the higher dose,
crystallization is almost completely suppressed as shown by RHEED data (inset in
Fig. 8) before and after annealing, and also confirmed by the RBSC data. The
RHEED data show no detectable ZnO phase.

Zn diffuses within the implanted layer at both doses. From the observed increase
in FWHM, we estimate a diffusion coefficient of 2.9x1015cm 2/s for diffusion in
crystalline A120 3 at 9000C (for dose of lx1016 Zn/cm 2); and a diffusion coefficient of
5.3x10 15 cm 2/s for diffusion in the amorphous phase of A120 3 at 9000C (for a dose of
6x10 16 Zn/cm2). More Zn diffusion data are discussed in section 3.3.
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shown by the RBSC spectra from
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patterns taken from the same
samples and from a virgin region.

3.2 Results for a-axis AI20 crystals.
Indium implantation at 77 0K into a-axis sapphire has been studied in detail.

Implantation to peak concentrations of 6-45 mol% In produces amorphous surface
layers. Isothermal annealing in Ar ambient between 600-9000C shows effects strongly
dependent on ion dose. At lower doses <2x10' 6 In/cm 2 (section 3.21), the amorphous
layer undergoes epitaxial regrowth as the amorphous to crystalline interface advances
out towards the surface. Regrowth velocity is high in about the first half hour of the
anneal; thereafter it shows a marked decrease. Regrowth obeys Arrhenius behaviour
with an activation energy of 0.7eV for initial faster growth and 1.28eV for further
anneal times. The amorphous phase transforms directly to a-A120 3 without any
evidence of an intermediary --phase. At higher doses, epitaxial regrowth is
substantially retarded and rapid diffusion of In within the amorphous phase
dominates, as discussed in section 3.2.2.

3.2.1 In imlatation in a-axis saphire at doses <2x101  In/cm2 . Fig. 9 shows a
sequence of RBSC spectra on an a-axis A12 0 3 sample implanted with 100keV In ions
at about 770K to a dose of 8x101 5 In/cm 2; and annealed at 900oC for 10m, lh and 2h.
The as-implanted surface layer (top spectrum in Fig. 9) is amorphous and the a-c

0(
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interface lies at a depth of 61nm. After 10m anneal, there is clear evidence of
epitaxial regrowth of the as-implanted amorphous layer, as the a-c interface has
moved toward the surface. As the anneal time is increased, the a--c interface moves
progressively outwards to the free surface and the width of the amorphous layer
reduces. The 2h anneal produces a change in crystallisation mode as dechanneling
yield drops below random yield without any appreciable change in thickness of the
layer. Fig. 10 shows a plot of the regrown layer thickness versus anneal time. Three
regions can be clearly identified. Regions I and 11 show epitaxial regrowth which is
faster in region I. Region III shows non-planar epitaxial transformation of amorphous
phase into c-A1203. There is no evidence of any -t-phase formation from RHEED
results. Region III persists up to 24h anneal as seen in Fig. 10. Very similar
behaviour is observed for annealing at other temperatures 600, 700 and 8000C with the
extent of the three regions varying somewhat, e.g. 6000C data shows no region III (see
Fig. 14). Growth velocities (determined e.g. from slope of the curves of Region I and
II in Fig. 10) are plotted in Fig. 11 as function of inverse of temperature T. They
exhibit an Arrhenius behaviour and data points are fitted with activation energies of
Qi=0.7eV and Q1 =1.28eV for the two regions of epitaxial regrowth. The solid line is
based on the Oak Ridge group data [6] on near epitaxial regrowth of intrinsic
amorphous layers produced by stoichiometric implantation of 0 and Al ions. Thus
the addition of In impurity ions to amorphous A120 3 enhances growth velocity because
of a clear reduction of the activation energy from 3.6eV for intrinsic amorphous A120 3
to 0.7eV. From a detailed analysis of data at the four temperatures, we conclude that
the effect of In induced enhancement in growth rate is dose dependent. As In dose is
increased, the epitaxial growth is retarded. The transition in Fig. 10 from region I to
II occurs as the c-a interface arrives at a depth where In concentration is high enough
to appreciably slow down the epitaxial growth rate. Region III would commence as
still higher In concentration is encountered (at depths closer to In range) wherein the
epitaxial mechanism breaks down. For example, the depth at which region III
commences in Fig. 10 is 25 nm from the surface, whereas the observed range of In is
24nm with straggling width of llnm. The onset of region III occurs at a specific
volume concentration of In and is temperature dependent, e.g. about 0.6x10 21 In/cm3

at 7000C and about 1.0x102 1 In/cm3 at 9000C. Similar implanted impurity
concentration dependent effects have been reported for epitaxial regrowth of
amorphous Si on underlying single crystal substrates [11]. The above mentioned
observations are summarised in a schematic representation of recrystallization of
A120 3 amorphised by In implantation in the first column of Fig. 17.

3.2.2 Diffusion in Amornhons A1202 at doses >2x1016 ions/cm12 . In this high dose
regime, epitaxial regrowth is substantially retarded and rapid diffusion of In within
the amorphous phase dominates. Previously we published [9] a first report on such
rapid diffusion observed during annealing at 6000C of the amorphous surface layers
produced by In implantation. We now present a more detailed study at several
temperatures.

3.2.2a) Diffusion of In in amoruhous A120.4. Fig. 12 shows a sequence of RBSC
spectra on an a-axis A120 3 sample implanted with 100keV In ions at about 77 0K to a
dose of 6x10 16 In/cm 2; and subsequently annealed at 6000C for 1, 5, 7 and 24h. The
as-implanted amorphous layer is 80nm thick as pointed by the arrow on the Al
sublattice (in Fig. 12) marking the a-c interface. The RHEED pattern in the inset of
Fig. 12 shows that the surface is amorphous. No significant change in the amorphous
layer thickness is seen after a lh anneal, but the In peak broadens significantly. As
the anneal time is increased, the a-c interface moves out towards the surface with an

___
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Fig. 11 An Arrhenius plot for a-axis A120 3 samples implanted at 770K with
0.8-1.8x1016 In/cm 2 at 100keV. + for points in region I in first half hour of
anneal, 0 Region II after half hour anneal, - Oak Ridge data for intrinsic
amorphous Af20 3 produced by stoichiometric implantation (after ref. 6).

effective growth velocity of about 7x10- 4nm/s. This growth rate is about 4 orders of
magnitude higher than that reported previously [61 for intrinsic amorphous A120 3 on
the c-axis sapphire. Thus the presence of In in the amorphous A120 3 enhances the
crystallization rate near the a-c interface. This behaviour is identical to that seen
earlier for the lower dose samples discussed in section 3.2.1.

The corresponding In depth profiles undergo progressive broadening without any
shift in the peak position. The square of the diffusion distance obtained from the
change in FWHM of the In profile is plotted in Fig. 13 as a function of anneal time.
This clearly shows rapid initial diffusion with Dr~8.3x10 -16 cm 2/s for the first 5 hours

of anneal, followed by a somewhat slower diffusion coefficient D2~1.3x10-18 cm2/s for
longer anneal times. The initial rapid diffusion may result from radiation damage
induced enhancement or from the chemical effect of In impurity atoms. These values

are still about 8 orders of magnitude larger than those (-10 -25 cm2/s) obtained by an
extrapolation to 6000C of self (Al ion) diffusion coefficients measured by previous
workers [12] in crystalline o-A1203 . Thus we provide clear evidence of very rapid
isotropic diffusion of an implanted species in amorphous A120 3.

RHEED data (insets in Fig. 12) obtained on the same samples provides phase
information as follows - a) the as-implanted layer is amorphous, b) 6000, 24 hours
anneal produces fine crystallites of In203 (all rings in inset of Fig. 12 index to ln203),
c) no evidence of polycrystalline A120 3 and d) no evidence of precipitates of In or Al
is seen.

For lower doses, no detectable In migration or lattice reordering is observed as
shown in Fig. 14 for Ixl0 16 In/cm 2 (about 8 mol % In peak concentration), under an
identical isothermal anneal sequence. However, formation of In203 proceeds in a
similar manner (RHEED patterns in Fig. 14). Once again no evidence of formation of
any other crystalline phase was found.
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Fig. 14 RBSC spectra for an lx10 16 In/cm 2 implanted a-axis sapphire -
as-implanted, and after lh and 24h anneals at 6000C. RHEED data in the
inset is for (from the left) as implanted, 24h anneal and virgin crystal
respectively.

The effect of annealing a sample implanted with 6x10 6 In/cm 2 for half hour at
7000C is shown in Fig. 15. Epitaxial regrowth and rapid diffusion of In within the
amorphous layer occur simultaneously. The a--c interface moves out towards the
surface (Fig. 15a) and stops after advancing by about 28nm. The as-implanted profile
of In redistributes with two clear components (Fig. 15b) - I (shaded area)
corresponding to rapid diffusion within amorphous layer and - II a surface pile up
peak of In with a tail. Further annealing up to 24h produces no noticeable change in
the In distribution and the implanted layer remains amorphous. The RHEED data
(Fig. 15b) obtained on the sample after 24h anneal shows a family of well defined
rings which all index to In 2 0 3 phase. Analysis of RHEED patterns indicates that
small (<10nm diameter) particles of In2 03 constitute the surface layer. There is no
evidence for any precipitates of In or crystalline A120 3. The RHEED pattern in Fig.
15a confirms that the as-implanted layer is amorphous. The observed broadening
(shaded region in Fig. 15b) in component-I corresponds to an effective diffusion



245

coefficient of 1.04x10 -14 cm 2/s for In in amorphous A120 3, which is just over one order
of magnitude higher than our previously reported [9] value of 8.3x10 1 6 cm 2/s at
6000C.

At higher anneal temperatures, similar In redistribution behaviour continues,
except that the relative amount of component-I diminishes as more and more In
comes out to the surface to form In203. The migration of In gets faster, since all the
observed migration is found to be completed within the first short anneal of 15
minutes at 8000C and 10 minutes at 9000C. Further annealing up to 24h produces no
more change in the In profile. The underlying amorphous layer, however, regrows
into an imperfect crystal. The details axe presented elsewhere [13].

In-a-axis A12 0 3 100keV 6 x 1016 cm-2 at 770 K

1200, 8000

1000_
II

800 Al 4000

80200%

is 200 1

00
0 % 0

760 780 800 820 860 880 900 920

Channel Channel

Fig. 15 RBSC spectra showing the effect of annealing a sample implanted with
6x101o6 In/cm 2 for half hour at 7000C. a) Al sublattice, random (o), aligned
(o); b) In region, random (o), the as-implanted (*) distribution shown for
comparison, In both figures, a-c interface positions are indicated - before
annealing (1) after annealing (2). Corresponding RHEED patterns shown
inset are (a) as implanted (b) after annealing.
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The surface topography of several annealed samples has been examined by SEM.
Some selected results are shown in Fig. 16, for a-axis A120 3 samples implanted with
6x10 16 In/cm2 (Fig. 16 a--c) and for a lower dose (ix0l1 In/cm2) sample (Fig. 16d).
The surface of the as-implanted sample (Fig. 16a) is structureless. After annealing at
6000C for 24h, the same surface develops (Fig. 16b) several bright islands. A detailed
EDX analysis using a fine spot electron beam (20nm diam), reveals that these bright
islands are rich in In and the dark structureless regions contain much smaller amounts
of In (similar to those present on the as-implanted surface in Fig. 16a). When
annealing is performed at a higher temperature of 7000C, the island structure is
different (Fig. 16c) with much higher number density and smaller sizes of islands.
The total surface coverage with the islands is now much greater. In contrast, the
lower dose sample after annealing at 6000C for 24h shows (Fig. 16d) a complete
absence of In rich bright islands on the surface. By combining the complementary
information obtained from RBSC, RHEED and SEM measurements on the same
sample surface, we can identify these bright islands as In203 particles. For example,
by comparing Fig. 16b with results of the 24h spectrum in Fig. 12 (both of which use
the same sample), it can be seen that the presence of In at the surface and the
presence of a deep tail of In extending well beyond the (as-implanted) a--c interface
are consistent with the typical RBS spectrum expected from such an island structure
[14]. When the impurity layer is laterally non-uniform, the tail in the RBS spectrum
arises from a superposition of the yield from many islands of varying dimensions
present within the area sampled by the helium beam used for RBS measurement
(0.6mm diam in our experiment). Thus the maximum depth of penetration of the tail
is a rough indication of the maximum thickness of islands. In Fig. 12 (24h spectrum),
the tail extends to a depth of about 500nm which is of the order of the size of bright
particles in Fig. 16b. It may be noted that without the benefit of SEM data, the tail
in the RBS spectrum could be mistaken for 'anomalous' diffusion as occurred in our
previous report [9]. However, the volume fraction of In trapped in the bright Ir20 3
particles may be quite small and therefore the diffusion measurements of Fig. 13 are
representative of distribution of In in dark regions of Fig. 16b.

The as-implanted spectrum of Fig. 12 has no In at the surface and no tail on the
In peak. The corresponding SEM micrograph (Fig. 16a) is completely devoid of any
bright particles in agreement with the abpve discussion. Fig. 16c shows occurrence of
a network of In203 particles and the corresponding RBSC spectrum (similar to that
shown in Fig. 15b) does indeed exhibit a surface accumulation of In and a tail on the
surface peak component II. Fig. 16d shows no In 203 particles and the corresponding
RBSC spectrum (Fig. 14) does not have any surface segregation of In or any tail on In
peak. The RHEED data (Fig. 14 inset) however, show rings characteristic of In 20 3
after annealing. Thus in this case, the In 203 particles are embedded in the amorphous
A120 3 phase. In the other cases the In particles grow on the free surface and would
be projecting out, (shown schematically in Fig. 17) so that RHEED patterns would
show only characteristic In203 rings even at higher tilts, since the self shadowing of
the particles would make them appear like a conti -,ious layer.

The source of oxygen needed for formation of ln 203, is not clear, at present. The
Ar gas used was of high purity grade. Oxygen could have come from one or more of
the following - traces of moisture or oxygen in Ar gas used, an internal reduction
reaction with A120 3 or due to brief exposure to air when the sample was still hot.
However, it may be noted that Zn implanted c-axis A12 0 3 samples annealed under
similar conditions do not form any detectable oxides of Zn, even though RBSC shows
Zn migration to the surface (e.g. see Fig. 18).

_ m m m n mm m~m mmm lam4u
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6 x 1016 In /cm 2  lx 1016 In/cm 2

a) As Implanted b) 6000C. 24h c) 7000C,24h d) 6000C,24h

Fig. 16 SEM pictures showing surface topography of several a-axis A120 3 samples

3.2.2b Temtative model for recrystallization of a-axis AI6O. amorphised by In
implantation. A detailed analysis of all data (some in addition to that shown in this
work) for In implantation into a-axis A1203 leads to a tentative model proposed in
Fig. 17. The implantation of In at liquid nitrogen temperature produces an
amorphous surface layer (about 60-80nm thickness) with an abrupt interface with the
underlying a-axis single crystal. Ion range distribution is schematically shown by a
curve within the amorphous layer in Fig. 17, which has two columns separating low
dose (<2xlOlS In/cm 2) and high dose (>2xl0' 6 In/cm2) regimes. The concentration of
In at the a--c interface is very small. In the high dose regime, the thickness of
amorphous layer is larger and so is the peak concentration.

Let us consider the low dose regime first. As isothermal annealing is started, the
amorphous phase crystallizes epitaxially to o-A120 3 at a well defined planar a--c
interface which moves out towards the free surface. The growth velocity depends on
the concentration of In in the amorphous phase. Since the concentration of In is
depth dependent three regions of growth velocity can be identified. At very low In
concentrations, ('Region I ), the growth velocity is enhanced due to the 'chemical'
effect of In in the amorphous phase. As the a-c interface moves towards the surface,
it encounters progressively increasing concentration of In. The growth rate decreases,
possibly due to in see ion or phase separation (within the amorphous phase)
effects. This is called 'Region II'. As a--c interface advances still further, the In
concentration reaches a value greater than a critical value above which the mode of
crystallization itself alters from a planar to a non-planar epitaxial regrowth. This
marks the beginning of 'Region III'. In this region there is no further movement of
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RECRYSTALLIZATION OF A120 3 AMORHISED

BY INDIUM IMPLANTATION

Low Dose High Dose

As Implanted 'oo

Ann e a i m : j: ]

.., _. n203

Imperfect crystal
columnar crystallite
size < 5nm

Imperfect single crystal 5 Amorphous
Epitaxial with substrate
columnar crystallite
size < 5nm a-A1203

Fig. 17 Schematic representation of the recrystallization behaviour of a-axis
A120 3 made amorphous by In implantation.

the interface but perhaps columnar crystallites of o-A120 3 are produced which orient
themselves during further annealing. Region III persists up to 24h annealing, and
finally it becomes an imperfect single crystal epitaxial layer. The average columnar
crystallite size is estimated <5nm.

This model operates within the temperature regime of 6000 - 9000C. The extent
of the three regions varies somewhat at different temperatures, e.g. 6000C data does
not show any region III. The growth velocities show Arrhenius behaviour with widely
different activation energies for the two regions, Q, = 0.7eV and QII = 1.28eV, for

planar epitaxial regrowth. The onset of region III occurs at a specific concentration of
In and is temperature dependent, e.g. about 0.6x10 21 In/cm 3 at 7000C and about
Ix1021 In/cm3 at 9000C. This threshold concentration is presumed to be the same for
both low and high dose regimes as shown in Fig. 17. However, the depth at which the
transition takes place is larger for the higher dose implants.
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In the high dose regime, rapid diffusion of In within the amorphous phase occurs
simultaneously and competes with the epitaxial regrowth. As the a-c interface
advances,In is redistributed within the amorphous layer ahead of the a-c interface. In
diffusion within amorphous A120 3 is up to about 8 orders of magnitude more rapid
than in crystalline A120 3. This causes rapid flattening of the In concentration profile
and segregation of In at the free surface. Eventually region III sets in and the
amorphous phase converts to oc-A120 3 by non-planar epitaxial mechanism. Rather
large and numerous particles of n203 are formed at the free surface due to In
segregation to high concentrations. Thus there are two clearly different In
components - I which redistributes within the amorphous phase and II which
segregates at the free surface.

This model operates well at all temperatures between 600-900oC. At higher
anneal temperatures, the relative amount of component I diminishes as more In
segregates to the surface.

The models for the effects of In (Fig. 17) and Zn (Fig. 5) are very different, and
essentially emphasise the 'chemical' role of implanted impurities in affecting the
transformation from amorphous to oc-A120 3 phase. Previous work [15 on
transformtion of -y-A120 3 to --A120 3 to o-A120 3 suggested the critical role of
impurities (or dopants). It was found that as cationic radius of the impurity
increased, the transformation temperature decreased. Fink [161 reported that above
7000C, even 1% addition of V20 could greatly accelerate the kinetics of 7--+i A120 3
transformation, bypassing the 0-A120 3. Since the Oak Ridge model [Fig.1] suggests
a- -- *o as the transformation route bypassing the e phase for transformation of
intrinsic amorphous A120 3, it could very well be that the role of implanted impurities
is to suppress the 7 phase to a varying degree. If we pressume that Zn suppresses 7
phase partly and In entirely, the three tentative models of crystallization in Fig. 1,
Fig. 5 and Fig. 17 become quite consistent as far as the change of the mode of
crystallization is concerned. Table I lists some useful data on the atomic species
involved in the present experiments for assisting such comparisons.

TABLE 1. Some data on the atomic species involved in the present work

Element Ionic Radius Valence Electro- Melting Boiling
(charge negativity Point OC Point OC
state) nm

Al 0.5(+3) 3 1.5 660 2450
In 0.8 (+3) 3 1.7 156 2000

1.3(+1) 1
Zn 0.74(+2) 2 1.6 420 906
0 1.4(-2) -2 3.5 -219 -183
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3.3 Diffusim of Zn in amorbous AI20. Fig. 18 shows RBSC spectra on a c-axis
A12 0 3 sample implanted with 100keV Zn ions at about 770K to a dose of 6x10 16

Zn/cm 2; and subsequently annealed at 8000C for 3h in Ar. The as-mmplanted
amorphous layer is about 80nm thick. After annealing, the layer remains amorphous
as confirmed by the RHEED pattern. Zn has undergone rapid diffusion within the
amorphous layer and has attained a nearly flat top distribution. Note the arrows
marking a-c interface and Zn surface within which Zn is confined. There is no
detectable loss of Zn. From the observed increase in FWHM of Zn, we estimate an

effective diffusion coefficient of 1.6x10 1 5 cm 2/s at 8000C. This may be compared with
the value of 5.3x10i 15 cm 2/s at 9000C evaluated in section 3.1.3 from Fig. 8 at the
same dose of Zn. Thus the diffusion scales with temperature qualitatively well.
However, the diffusivities in crystallized A120 3 as evaluated earlier in sections 3.1.2a
and 3.1.3 are 6x10 17 cm 2/s at 800 0C and 2.9x10-15 cm2/s at 9000C. These values also
scale well with temperature increase but their absolute value is much higher than
those (10 "22 cm2/s) obtained by an extrapolation to 8000C of self (Al ion) diffusion
coefficients measured by previous workers (121. This difference might be explained by
the presence of columnar crystaglites in the crystallized A12 0 (Fig. 5), which may
provide diffusion pathways along grain boundaries.

It is intriguing to note that RHEED (e.g. Fig. 18) shows no evidence of formation

of any oxide of Zn even though RBSC shows Zn migration up to the surface.

2000 Zn -c--axs A12 0 3 100keV 6x1016cm- 2 
at 77

0
K

1500 As Implanted

a -c, interface

C 1000

500

10 Annealed 800°C/3hr/Ar

1500

0

700 750 800 850 900 950

Channel

Fig. 18 RBSC spectra from a c-axis A120 3 sample implanted with Zn ions, before
and after anneal at 8000C for 3h. Inset shows a RHEED pattern taken after
annealing.
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4. CONCLUSIONS
In this work, we report on a study of annealing of amorphous surfac layers

produced by indium or zinc implantation to high concentrations (up to 45 mol % In)
in a-axis or c-axis A120 3. All implants produced an amorphous surface layer
( 60-90nm thickness) having an abrupt interface with the underlying single crystal.
Crystallization of the amorphous surface layer, diffusion and phase separation of
implanted species in both crystalline and amorphous sapphire were observed after
annealing in argon at temperatures between 6000C and 11900C. The dependence of
these phenomena on ion species, ion dose, substrate orientation (a or c-axis) and
annealing temperature is examined in detail, and has been shown to be quite complex.
Implanted impurities in the amorphous phase not only alter the kinetics but also the
mode of crystallization. These effects are strongly dependent on the impurity ion
species and concentration.

At lower doses (<2xl01 6 ions/cm 2), the mode of crystallization is remarkably
different from that reported previously for intrinsic amorphous A120 3 produced by
stoichiometric implantation [6]. Our conclusions are presented separately for each
species :
4.1 Zinc
4.1.1 Low dose regime (<3x1016 Zn/CM2):

1. The addition of Zn to the amorphous A120 3 phase leads to its conversion to
columnar crystallites similar to those observed during crystallization of the
intrinsic amorphous phase (Fig. 1). However, these crystallites are now
composed of a mixture of c an, 7 phases, rather than a single 7 phase (Fig.
5).

2. Implanted Zn undergoes diffusion within the crystallised layer with
anomalously large diffusion coefficients, perhaps due to the presence of
columnar crystalites which may provide diffusion pathways along grain
boundaries.

3. Zn becomes considerably substitutional (aligned yield reduces by up to 45% of
random value).

4. There is no migration or pile up of Zn or formation of ZnO at the free surface.
4.1.2. High dose regime (-6x10 6 Zn/cm2):

1. Crystallization is inhibited
2. Zn diffuses rapidly within the amorphous surface layer and attains a nearly

flat top depth distribution.
3. There is no loss or surface segregation of Zn.
4. Zn remains atomically dispersed within the amorphous layer and no phase

segregation is observed either into Zn or ZnO.

4.2 Indium imolantation

4.2.1 Low dose reime (<2x1016 In/cm2)
1. The amorphous phase transforms directly to cx-A1203 without any evidence of

an intermediary t-phase.
2. Amorphous surface layer undergoes epitaxial regrowth at a well defined planar

amorphous to crystalline interface which advances out towards the surface.
3. Regrowth velocity is retarded as the concentration of In increases.
4. Regrowth obeys Arrhenius behaviour with an activation energy of 0.7eV for

initial faster growth and of 1.28eV for further anneal times.
5. Above a critical In concentration (about 0.6x10 21 In/cm3 at 7000C and about

Ix10 21 In/cm 3 at 9000C) epitaxial regrowth mechanism breaks down.

4.2.2 High dose reime (>2l016 In/cm 2):
1. Epitaxial regrowth is substantially retarded or even inhibited and rapid

diffusion of In within and out of the amorphous phase dominates.

. .



252

2. The effective diffusion coefficients for In in amorphous A1203 are at least 8
orders of magnitude larger than those obtained by an extrapolation of self (Al
ion) diffusion coefficients reported in literature in crystalline x-A 20 3.

3. In segregates at the surface to produce islands of 1n203.
4. In migration is completed within the shortest anneal times used (~10m). No

further redistribution of In is observed up to 24h anneal times.
5. Tentative model is proposed to explain these observations.
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THE MECHANICAL PROPERTIES OF ION IMPLANTED CERAMICS

CARL J. MCHARGUE

Metals and Ceramics Division, Oak Ridge National Laboratory,
P.O. Box 2008, Oak Ridge, TN 37831-6118

1. INTRODUCTION
Ceramic materials generally fracture without appreciable plastic defor-

mation under relatively low tensile stresses. Compressive strengths are
much higher and brittle materials can be often used in applications where
applied stresses are compressive in nature. The low strength in tension is
usually caused by the presence of surface flaws that grow into brittle frac-
ture by the Griffith mechanism. The useful strength of these materials may
be raised by surface treatments which remove the flaws, reduce their
severity, increase the energy to propagate a crack, or generate a residual
compressive stress in the near-surface region.

Ion implantation introduces impurity or alloying atoms into the surface of
a sample in a controlled and reproducible manner. The injected ions lose
energy by elastic collisions and electronic interactions with the target
atoms. The elastic collisions can cause a cascade of atomic displacements
from the host lattice sites so that large numbers of point defects are
generated. As a result of the implantation, the strength of the host may be
increased by both alloying effects (solid solution or second-phase
strengthening) and radiation damage effects (defect strengthening). Both
processes will also contribute to formation of a residual compressive stress
state in the near-surface region.
There is a significant body of literature that describes recent attempts

to employ ion implantation to modify the near-surface structure of ceramics
and therefore the near-surface mechanical properties in a controlled manner.
Because the implanted layer is thin (a few tenths of a micron thick),
accurate determination of its properties Is difficult and many of the data
describe the properties of a composite consisting of the implanted layer and
a portion of the substrate region. From such measurements, it is often
possible to deduce the direction of property changes, if not quantitative
values.

The changes in mechanical properties reflect changes in microstructure
and/or residual stresses. The effect of implantation on the microstructure
will first be summarized to form a basis for subsequent analysis of selected
properties.

2. MICROSTRUCTURE OF IMPLANTED CERAMICS
For a detailed discussion of the microstructural and phase changes induced

by ion beam treatments of ceramics, see the papers by Thevenard (1) and
Whitton (2) in this volume.

Implantation produces a wide range of non-equilibrium microstructure such
as high concentrations of point defects, supersaturated solid solutions, or
entirely new phases. The microstructure of implanted ceramics depends upon
the implantation parameters of fluence, Ion species, substrate temperature,
and the material parameter of chemical bonding type (3-7). Many of the
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structural or property changes can be normalized with regard to the fluence-
dependence by using deposited energy density (8,9) rather than ions per
square centimeter.
The microstructure of as-implanted materials depends upon the damage

retained after dynamic recovery processes annihilate most of the defects
produced in the collision cascade and the remaining defects are rearranged
into metastable configurations such as dislocation loops, stacking faults,
three-dimensional voids, etc. At low fluences or low temperatures where
recovery is suppressed, defects accumulate as the fluence is increased. If
recovery is sufficiently Inhibited, a concentration of defects may be
reached where the long-range order of the crystal lattice is destroyed and
an amorphous state is produced. There is evidence that some Implanted
species are more effective than others in stabilizing the disordering
defects, leading to a "chemical" effect in addition to the damage energy
effect (5). The temperature at which significant recovery occurs is
governed primarily by the type of chemical bonding present; directional
covalent bonds being more difficult to reform than ionic bonds.
The microstructure of oxide ceramics after implantation with relatively

low fluences or in the temperature range where dynamic recovery prevents
amorphization is characterized by point defect clusters (bounded by disloca-
tion loops and dislocations). Figure 1 is a micrograph taken by
transmission electron microscopy (TEM) of a back-thinned specimen of
A1203 implanted with 2 x 1016 Cr/cm 2 (280 keV) (ref. 7). The micrograph
contains a high density of "black spots" typical of point defect clusters.
The large residual stress in the TEM foil prevented a determination of the
character of the defects in this particular sample, but it is likely that
they are dislocation loops bounding stoichiometric interstitial clusters of
aluminum and oxygen faulted with respect to the cation (All lattice (10).
Zinkle (11) identified dislocation loops on JUO01 and i10101 habit planes
after stoichiometric implants of Al + 0.

Some oxides may become amorphous due to damage accumulation after high
fluence implantation at room temperature or at lower fluences at 77 K
(ref. 6,9). A fluence of chromium corresponding to 3 dpa (deposited energy
density of about 2.25 x 1022 keV/cm3) produces an amorphous surface if the
implantation is carried out at 77 K (6), whereas a chromium fluence
corresponding to 600 dpa (deposited energy density of 6-8 x 1023 keV/cmM 3 ) is
required at 300 K (ref. 9).
The covalent-bonded ceramics SiC and SiN, are easily amorphized at 300 K

(ref. 7,8,12,13). Figure 2 is a TEM photograph taken in cross-section of
a-SiC implanted with 2 x 101. Cr/cm 2 (280 keV) at room temperature. The
surface is amorphous to a depth of 250 nm. The fluence corresponds to a
damage production of 18 dpa in the Si-sublattice. The critical damage level
is between 0.2 and 0.3 dpa (a damage energy density of 2-10 x 102 keV/cm 3 )
at this temperature, two orders of magnitude lower than for A1203 . The cri-
tical damage energy density for Si3N4 is about a factor of two higher than
that for SIC (ref. 9).

Implantation at elevated temperatures (-1050 K) where dynamic recovery is
rapid does not produce the amorphous state in SiC for damage levels as high
as 16 dpa (14-16).
In general, precipitates of second phases have not been observed in as-

implanted oxide or carbide ceramics although there has been recently
reported evidence for the formation of metallic iron clusters (-2 nm in
size) in iron-implanted sapphire (17). Post-implantation annealing alters
the microstructure as the non-equilibrium phases attempt to reach
equilibrium. There may be several competing processes which may effect the
mechanical properties in different ways. For example, the radiation-induced
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FIGURE 1. Transmission electron
micrograph showing "black spot"
damage characteristic of point
defect clusters in A120, implanted
with 2 x 1016 Cr/cm2 (280 keV).
Insert contains the selected-area
electron diffraction pattern.

Ion AVroximte
Entry Range of

Surfac Cr Ions

FIGURE 2. TEM of a
cross section of an
a-SiC crystal implanted
with 2 x 10' Cr/cm 2

(280 keV). The selected
area electron diffrac-
tion patterns show the
surface to be amorphous
to a depth of 250 nm.

orphous Layer 250 ri Crystalline SiC

defects will be annihilated and thus remove the radiation or defect
strengthening, but these changes may be countered by the precipitation har-
dening due to the formation of additional phases.
In summary, the implanted microstructure of ceramics may consist of a

crystalline but highly disordered matrix containing individual charged point
defects, defect clusters, and dislocations as loops or tangles. The phase
structure may consist of a metastable solid solution (substitutional or
interstitial) or have transformed to an amorphous state.

3. RESIDUAL STRESS
Both the injection of the implanted ions and the creation of point defects

cause a volume increase in the implanted region. Since the material is free
to expand only in one direction (normal to the free surface) the constraints
of the substrate to hold the lateral dimensions constant produces a biaxial
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compressive stress in the implanted region. Because the major source of the
volume expansion is the defect production, EerNisse proposed that the
lateral stress varies with distance from the surface as the deposited damage
energy (18). The integrated stress is then the force per unit width acting
between the implanted layer and the substrate and results in bending of a
sample implanted only on one side. The maximum compressive stress (Tmax) is
the integrated lateral stress (S) divided by the thickness of the damaged
region (d).
If the implantation-produced residual compressive stress is large enough,

it will affect the mechanical properties by increasing the applied stress
necessary to place the stressed surface into tension, thus reducing the pro-
babillty of propagating a pre-existing flaw or by affecting the crack
opening stress field.
The residual stress can be measured by a number of techniques. X-ray

diffraction techniques have been used with semiconducting materials (19).
Attempts to employ these techniques with ceramics have been less successful
due to the poor perfection of the starting material or the low absorption
coefficient of materials such as A120, and SiC which allow deep penetration
of the x-ray beam and thus a high noise-to-noise ratio. EerNisse (18) deve-
loped a method to measure the bending of a cantilever beam during implan-
tation and calculated the integrated stress from formulae for simple beam
bending.

An alternate, though less accurate, method that can be applied to a wide
range of brittle solids was proposed by Lawn and Fuller (20). This method
deduces the magnitude of the stress in the near-surface region from the size
of cracks produced by a Vickers hardness indentation. It employs a stress
intensity formulation for a penny-like (radial) crack system subjected to a
constant stress over a thin (relative to the crack depth) surface layer.
The surface stress, as, is given by

Kc [I - (Co/C)31 2]
as = 2 d' /i2

where Kc = fracture toughness of an unstressed specimen, c = crack length in
the presence of the stress, co = crack length in the unstressed surface,
d = the thickness of the stressed layer, and (f) is a crack geometry term
of value about unity.
A summary of the published results on residual stresses in ceramic

materials is given in Table I (revised from ref. 21). All the reported
stresses are compressive in nature. In general, values determined by the
indentation technique are lower than those given by the cantilever beam
method. One of the difficulties of applying the indentation technique to
ion implanted surfaces is the uncertainty in determining the thickness of
the stressed layer. Burnett and Page (22) used a value of four times the
calculated peak of deposited damage energy. McHargue (14) used the depth of
visible damaged microstructure determined from cross-sectioned TEM samples.
The results listed in Table I were obtained for a wide range of implan-

tation conditions. An attempt to normalize the data was made by examining
the stresses as functions of the total deposited damage energy (per unit
area) since it is this portion of the energy that produces defects (23).
This term is designated as TDE or "energy density" (22). Total damage
energy (TDE) is defined as (SO x 0) where

SO = f So(x) dx

as given by Eq. (19) in the EDEP-1 calculations (30) and 0 is fluence.
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TABLE 1. Residual stress measured In Ion Implanted ceremics (after ref. 21)

Material Implanted Fluence Energy Integrated Maximm
species (Ions'cm

-
') (key) Temperature Method stress stress

(S) (T)

A1202
c-axis Cr 1xlO

1  
280 RT Indent. 0.2xO

-  
Parm 1 GPa

c-axis Fe 1-1xlO" 160 RT Indent. 1.Sx10
- 

Mpa-n 1.16 Wpa
c-axis NI 5x10' 300 RT C8 2.8x0 dyne/er 2 GPa
c-axis NI SxiO"

s  
300 OOK CS 13405 dyne/cr 9 GPa

c-axis Ar lxlO" 500 RT CB 6xlO
"
4 14ParM 3.4 Ca

a-axis Ar lxlI)0 500 RT CB 1x1O
-
3 MParn 5.8 GPa

c-axis Ti 5.6x10"' 300 RT Bowing 1.28xl0
-  

Pa- 6.4 GPa
C-axis Y 2.7x0' 300 RT Bowing 8.574x0

-  
WaP 7.6 GPa

a-axis Ti 5.6x10" 300 RT Indent. 9x10
"

, Wan 4.5 GPa
a-axis Y 1.7x10" 300 RT Indent. 6x0

- 
Wan 0.5 GPa

SiC
Sintered Ar 3x1" 800 RT CS 9x40' dyne/ce
Sintered N lDx"0 400 RT CB 6xi0' dyne/em

c-axis/ N, IxlO1
7  

90 RT Indent. 5.6x10
- 

MPa 0.4 GPa
single crystal

Si,
CVD film Ar 2x1O

5  
280 RT CS 5x10' dyne/ce 3.5x10°' dyne/er'

T'82
Polycrystal Ni lxlO

1 7  
1000 RT Indent. 8-32x10

" Parm 1-4 Pa

Indent. - Indentation technique of Lawn and Fuller (20).
CO - Cantilever beam technique (18).
Bowing = Measured bowing of an initially flat sample.
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Figure 3 shows the integrated stress (S) vs TOE for a series of Cr- and
Fe-implantations into sapphire at several fluences and energies. The data
for the Cr samples (numbers 1-3 In this figure) indicate a gradual increase
in S with increasing TOE. The data for the Fe-implants fall into two
groups, one group defined by the 160 keV beam energy and the other defined
by the higher energies (1 - 4 HeV). The lower energy values show no depen-
dence on TOE but the higher energy group suggest first a sharp rise then a
sharp decrease in S with increasing TOE. Burnett and Page (22) associated a
"peaking" of S with TDE with the onset of amorphization in sapphire
implanted with Ti or Y. Examination by RBS-C and TEN shows that is not the
case for the data contained in this figure.

10 - 1 1' ' [ i" " I ' ' "I ' ' ' ' ""1 1 1' ' ' "'1 1 1 1 i

- 9-4 A-6
- 1-2 -7

88

2 - -3 0-9
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1 C 0 rc =, 10kV

U)

3 2w 2 o'u, Ti (ref 7)
i-

5 4 x F m k

I I I I I 0nd I FeI /cII]mI=,  1 keV; 1 11 11

1& 2 =51 a 2 5 107 a 5 Ida

2 = 4 x 1016 Fe/cmI 15eV;3 = 4 X 1017 Cr/ cm2, 150 keV;
2 = 4 x 1016 Cr/ cm2 , 150 keY;
3 = 1 x 1017 F Cm 2, 150 keY;
4 = 1 X 1017 Fe/cm 2, 160 keY;

7 = 2 x 1017 Fe/cm2, 1 MeV;
8 z 4 x 1017 Fe/cm 2, 1 MeV;
9 = 1 x 1017 Fe/cm2, 3 MeV;
10 = 1 x 1017 Fe/cm2 , 4 MeV.
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The use of total damage energy considers only the production of defects.
It is, of course, the defects that are retained after various dynamic reco-
very processes have occurred which produce the observed residual stress
state. McHargue et al. (3) observed that the peak damage in the Al-
sublattice of A1202 (as measured by RBS-C) saturated at a value of Xm = 0.67
for a range of TOE - 1.36 x 1015 to 13.65 x 1015 MeV/cm2.
Specimens 2 and 3 (Cr) and 4, 5, and 6 (Fe) lie in this range of TOE. The

values of S shown In Fig. 3 are approximately constant in this range of TOE.
It appears likely that both the Cr- and Fe-implants exhibit a saturation in
S due to dynamic annealing effects. The values of Xm for the Fe-implanted
samples are 0.55, 0.65, and 0.8 for specimen numbers 4, 5, and 6, respec-
tively.
The values for S for the samples implanted with iron at the higher

energies fall above the values for the other specimens. This grouping of S
values may indicate a breakdown in the indentation technique for determining
residual stress. A basic assumption in the derivation of T from the crack
lengths is that the thickness of the stressed layer is much less than the
crack length, c. The values of d for the lower energy implants (Cr and Fe)
were in the range of 0.13 to 0.16 pm and the crack lengths were 8 - 10.5 pm,
or d = 1.5 - 2% of c. Corresponding values for the higher energy samples
were 0.7 to 7.0 pm for d and 6 to 13 pm for c, or d = 10 to 50 % c.

Since the total damage energy is deposited along a path length approxima-
tely equal to d, the average stress (T) might give a better description of
the residual stress-damage energy relationship. Figure 4 shows the data
plotted in this fashion (T vs TOE). These data suggest a saturation in
stress at a value of 1125±57 MPa.

i-I A-6
5 m-2 a-7

o-3 m-8

0-4 0-9
0-5 *-0

4 5

JO2

l i mmIImI I I I ,,,,,1 I , 11,,,.1 , ,,,,,,i
j4 e 5 lop P a 10O' I a 4017 e e lots

TOTAL DAMAGE ENERGY (MeV/cm a )

FIGURE 4. Average stress, T, versus total damage energy, TOE. Legend is
same as in Fig. 3.
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The residual compressive stress is -very high and in fact equal to or
greater than the rupture strength of all materials studied. For example,
the rupture strength of TiB. is about 750 MPa whereas the average
compressive stress in the implanted regions is 1 to 4 GPa. The stresses are
in the range of 1-2% of the elastic modulus.

4. MECHANICAL PROPERTIES
Although ceramic materials are classified as "brittle", that is, the work

to propagate a crack is less than the work of nucleation, plastic defor-
mation at room temperature clearly can occur in some cases. The material
under a hardness indenter undergoes (limited) plastic deformation by a range
of deformation mechanisms--dislocation generation and motion, twinning, etc.
The deformation is more localized than in metals due to the high stresses
required to break co-valent bonds in materials such as SiC and SiN. or the
necessity to maintain charge neutrality while moving dislocations through
ionic materials. There can be substantial dislocation activity even at room
temperature in the alkali halides and MgO. Dislocations have been observed
beneath hardness indents in A1203 and SIC by Lawn et al. (31) and beneath
wear tracks in A1203 Yust (32).
The deformation of amorphous materials occurs by very different mecha-

nisms. Among the possible mechanisms are densification, shear band propa-
gation, and viscous flow.

Ion implantation may alter the mechanical properties by defect
strengthening, alloy or solid solution strengthening, or as a result of the
crystalline to amorphous transformation. Second-phase formation during
post-implantation annealing may further influence these properties.
4.1. Elastic Modulus

The development of ultra-low load micro-indentation hardness testers has
made possible the measuremint of the elastic modulus of implanted layers
from the load-displacement curves for loading-unloading cycles. Figure 5
shows a plot of the elastic modulus as a function of depth (from the sur-
face) of the indenter for crystalline (unimplanted) c-axis sapphire and a
150-nm-thick amorphous surface layer on the same substrate (33). The
amorphous layer was produced by implantation of Al (4 x 1016 ions/cm 2 ,
90 keV) followed by 0 (6 x 1018 ions/cm2 , 55 keV) at 77 K. The value for
the crystalline material is 539 GPa, which agrees well with the published
values of C31 = 502 GPa. The value for the amorphous A120, layer, taken at
depth = 0 is 175 GPa or 32% of the crystalline value. Notice that the
effects of the substrate on the measurement is discernable at indentation
depths as low as 10 nm, only 6% of the amorphous layer thickness.

Similar measurements for single crystalline and amorphous (implanted with
10"0 Cr/cm 2 , 260 keV) SiC show that the elastic modulus of the amorphous
material is about 50% of the crystalline material (34).
4.2. Hardness
A hardness value for a material is useful for comparative purposes but is

not a fundamental property. In general, hardness implies a resistance to
deformation but it is a manifestation of several related properties such as
yield stress, -ensile strength, ductility, work-hardening, elastic modulus,
and residual stress states.

The apparent simplicity of the conventional microindentation hardness
tests often belies the difficulties in obtaining the true properties of the
subject material.
There are several factors that complicate the task of measuring the hard-

ness of thin films, coatings, or surface-modified layers. The extent of the
elastic-plastic zones relative to the penetration depth affects the inden-
tation hardness measurements. For an ideal plastic material, the highest
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pressure for a loaded sphere in contact with the surface occurs at a depth
of about d/2, where d is the chord of the impression. As the indenter
penetrates the surface, the deformation front continues to move inward and
the deformed volume being approximately hemispherical with a radius of 7 to
14 times the plastic indent depth. Unless the layer thickness is large
relative to the indent depth the indicated hardness will be that of the com-

posite composed of the layer and the substrate.
In calculating a hardness number or index, one assumes that the size of

the permanent impression is the same as when the loaded indenter was in con-
tact with the sample. If there is a large elastic recovery, this assumption
may be invalid. In materials with high hardness-to-elastic modulus ratios,
that is, ceramics, such elastic recovery effects are significant (34).
Figure 6 illustrates the displacement of a surface due to a loaded sharp
indenter showing both the elastic displacement and the plastic displacement.
Hardness is proportional to the contact pressure or the load divided by the
projected contact area.
One approach to overcoming the problems caused by the depth of penetration

relative to the coating or modified layer thickness is the development of
ultra-low load microindentation techniques. These devices attempt to avoid
the difficulties associated with imaging small indents by continuously
measuring the depth of penetration during both loading and unloading. Both
hardness and elastic modulus can be determined from a calibration of the
shape of the indenter. However, there are still problems with assigning an
absolute value to the hardness obtained by such instruments. Figure 7 shows
the 1o ing/unloading curves for a number of materials. Notice that in the
case of a pure metal (copper) the assumption that the size of the residual
indent represents the contact area under maximum load is reasonable.
However, as shown by Fig. 7(b), this assumption is invalid for measurements
made on a sapphire single crystal (35). The displacement AC is the total
displacement under maximum load and includes both elastic and plastic
contributions.
It has been shown that extrapolation of the stiffness, i.e., the slope of

the unloading curve, to the x-axis gives the plastic depth of penetration
(36). This is the displacement AB in Fig. 7(b). Thus, the elastic portion
is the total displacement minus the plastic depth. The unloading curve
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FIGURE 7. Load-displacement curves for (a) copper and (b) sapphire (c-axis
normal to test plane) made with the Nanoindenter.

indicates that considerable elastic recovery will occur such that the resi-
dual depth (obtained by extrapolating the unloading curve to zero load) will
be significantly smaller than the plastic depth. In Fig. 7(b), this final,
recovered, indentation depth is AD. If the hardness were calculated from an
image of this residual impression, its value would be too high.
Finally, the shallow indents made under low loads may exhibit the inden-

tation size effect (ISE). The physical picture of the ISE is not understood
but it is clear that the apparent hardness increases as the size of the
indentation decreases. Thus the low load microindentation hardness values
may sharply increase as the depth of the indentation approaches zero. Such
an effect is apparent in the hardness vs indenter displacement curve for
single crystalline A12 0, shown in Fig. 8 (ref. 33).
Most of the published data on implanted ceramics comes from low load

[10 g (0.09 N) to 50 g (0.5 N)] Knoop or Vickers microindentation tests. In
all these cases, the depth of the indentation was equal to or exceeded the
thickness of the implanted region. Thus, the reported changes in hardness
clearly do not give the true values but do define the direction of changes.
Table 2 collects the information on the hardness of ion implanted cera-

mics. The hardness values are given as relative values, that Is, hardness
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FIGURE 8. Apparent hardness as a function of indenter displacement for a
high quality A1,03 single crystal (c-axis orientation) tested on the
Nanoindenter. The marked increase in the apparent hardness at low displace-
ments is a manifestation of the indentation size effect (ISE).

of implanted sample relative to hardness of unimplanted sample, in order to
minimize some of the problems associated with low-load hardness testing.

Th hardness of the implanted material increased in each instance that
the sample remained crystalline. Figure 9 shows the relative hardness as a
function of fluence for A120 (c-axis orientation) implanted with 280 keV Cr
at room temperature. The amount of chromium in substitutional Al-sublattice
sites (as viewed along the c-axis) and residual disorder in the Al-
sublattice were determined from Rutherford backscattering-channeling spectra
obtained with 2.0 MeV He+. The amount of disorder was approximately
constant for fluences from 101' to 1011 ions.cm -2 whereas the substitutional
fraction of chromium increased to 0.55 at the highest fluence. From such
observations, it was estimated that defect hardening (radiation damage)
accounted for essentially all the increase at fluences up to about 2 x 101'
Cr/cm 2 and more than half of it at 101 7 Cr/cm 2. Bull has also concluded
that radiation-induced defects are responsible for much of the hardening in
A1203 by examining the hardness as a function of deposited damage energy,
that is, defect production (36).

Implantation of A12O at slightly elevated temperatures (-640 K) produced
less disorder near the specimen's surface but about the same amount at the
peak region as room temperature implantation (4). The hardness increase was
less for the elevated temperature implant, reflecting the lesser damage (due
to enhanced recovery). Such a behavior indicates the dominant role of
defect strengthening.

All studies show that the crystalline to amorphous transformation results
In a softening of the material. The data for A12 0, (ref. 5,9,24,34),
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TABLE 2. Hardness of Ion Imlanted Cermics (after ref. 21)

Relative

Implantation Conditions Hardness**
Fluence Energy Hardness -mlanted

Material Species (Ions'c
-
2) (keY) Temerature method* (untmplanted) Comlents Reference

A1203
c-axis Cr lOl-10

7  
280 RT K-15 1.27-1.55 7

Cr 4 x 10', 280 640K K-15 1.1 4

Cr 3 x 10" 280 77K K-15 0.6 amorphous 5

Al+O 14 x 10"Al go 77K ULL 0.45 amorphous 34
6x 10' 

Fe,Cu,Ti, 1.5-4x106 various RT K-15 1.1-1.4 37

WMo
NI 101

7  
300 RT K-25 1.3 24

NI 10l 300 100K K- 1.5 24

Ni 1017 300 lOOK K- 0.6 amorphous 24

a-axis Y 3 x 10e 300 RT K-25 1.57 9

Y 6 x 1017 300 RT K-25 0.7 amorphous 9

Ti 3.4 x 1016 300 RT K-25 1.3 38

Cr 3.15 x 1016 300 RT K-25 1.11 38

I00]SG Ti 2 x 10'0 300 RT K-10 2.3 39

Ti 3.5 x 1017 300 RT K-10 0.8 amorphous 39

Cr 6 x 10"0 300 RT K-10 2.0 39

ZrO2
Y-FSZ Al 1 x 10s 190 RT K-50 1.28 40

Al 4 x 1017 190 RT K-50 0.83 amorphous 40

TI 3 x 1056 400 RT K-10 1.6 41

Ti 1 x 1017 400 RT K-10 0.9 amorphous 41

TiB2
Sintered NI 1 x 10

7  
1000 RT K-15 1.7-2.1 42

sic
c-axis Cr 4 x 10" 280 RT K-15 1.2 14

Cr 2 x 1015 280 RT K-15 0.55 amorphous 7

Cr l x 10l 260 RT ULL 0.4 amorphous 44

N2  8 x 1017 80 RT V-25 0.37 amorphous 43

Sintered Ar 10"6 800 RT V-100 0.5 amorphous 27

*K = Knoop; V - Vickers; ULL - Ultra-low load; SG - single crystal.

The number following K or V indicates the load used in the hardness test in

values of grams (force).

**The value listed here Is the maximum (or minimum) reported in the indicated

reference.
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,II FIGURE 9. Relative hardness
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AlO, implanted with chromium
*(280 key) at 300 K. Knoop

indentations were made on the
o 4 * I(0001) face with 15 g (f)

oUVICE ,-' • 0(ref. 14).

MgO (ref. 39), ZrO 2 (ref. 40,41), and SiC (ref. 7,11,27,43,44) indicate that
the hardness of the amorphous state is about 40 to 60% that of the
crystalline counterpart. Figure 10 shows the behavior for A120, and SIC
implanted with 280 keV Cr ions where the hardness first increases with
damage (or disorder) until a subsurface amorphous layer forms at the depth
of peak damage and then decreases as the thickness of the amorphous layer
increases.
The importance of indentation depth relative to layer thickness is shown

by the hardness data obtained by the ultra-low load technique for an
amorphous surface on Al.03 (ref. 34). Figure 11 gives the hardness as
determined for various indenter penetrations into a 15F---thick amorphous
layer produced by 77 K implantation of 4 x 1016 Al cm- , eV) followed by
6 x 1016 0 cm- 2 (55 keV). Note that substrate effects ar pparent for
penetrations as low as 20 nm and that the surface layer affects the values
of the apparent hardness of the harder substrate for considerable penetra-
tion depths. The true hardness versus depth curve should have the shape of
a step function with a value of 7.5 GPa for the region from 0 to 155 nm and
27 GPa at depths greater than 155 nm.
4.3. Transverse Rupture Strength

Since a direct determination of the tensile strength of ceramics is dif-
ficult because of its sensitivity to the presence of any small surface
flaws, the flexural or transverse rupture strength is generally determined
from a bend test. A sample is loaded at the center and supported on the
opposite side near the ends. The breaking stress in the outermost layer is
calculated from a simple beam formula. There is usually a large amount of
scatter in the data due to pre-existing flaws, and a large number of speci-
mens are required to give the values statistical meaning. Data are often
presented as plots of the frequency of failure versus applied load.

Hioki and co-workers were the first to report the effects of implantation
on the flexure stress of Al0 (24,46). Implantation with gas Ions caused
the flexure strength (in 3-point bending) to increase with fluence to some
peak and then suddenly decrease. Maximum increases of 65% at 6 x 1015
Ar/cm2 (800 keV) and 55% at 1017 N/cm2 (400 keV) were obtained for single
crystal specimens. The decrease coincided with the onset of amorphization
and bubble formation. The increases were much less for polycrystalline spe-
cimens, (about 10%).
The flexure strength was also determined for A120 implanted with 300 keV

Ni at 100, 300, and 523 K (ref. 24). Strength incredses of about 10% were
found at fluences of 1017 ions.cm-2 for the 300 and 523 K implants. The
increase was about 30% in the 100 K specimens and was approximately the same
for fluences of 1011 to 1017 ions.cm-2. The 100 K implants produced
amorphous surfaces. These results were interpreted as being due to the
large (-9 GPa) compressive stress caused by the volume increase associated
with the crystalline to amorphous transformation.

Figure 12 shows the effect of room temperature implantation of I x 1017
Cr/cm 2 (150 keV) on the flexure strength (in 4-point bend tests) of single
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crystal A1.0, (47). These specimens remained crystalline. The data are
shown as Weibull probability plots wherein the cumulative failure (fraction
of specimen failed) is plotted versus applied stress. The curves show that
implantation affected both the propagation of flaws (failures at lower
stresses) and the intrinsic strength, the stress at which all specimens
fail. The increase in stress for the characteristic life was 88%. Most of
this effect appears to be due to the residual stresses although there is
also some "intrinsic" strengthening. The slope or shape parameter was also
affected by the implantation, indicating a change in the "effective" flaw
size responsible for the failure.

Doi and co-workers studied the effects of implantation on the flexure
strength of YO-stabllized ZrO2, sintered S13N. and sintered SiC (27).
Implantation of 400 kV N in the fluence regime where the specimens remained
crystalline increased the strength of single crystal specimens of
(Y)-ZrO, (by 57% at 1 x 1016 N/cm2 ). Likewise, implantations that did not
amorphize SIC and Si.N. also increased the flexure strength (each by about
25% at 5 x 1015 Ar/cm 2, 800 keV). However, in contrast to the behavior of
Ni-implanted sapphire where amorphization also produced an increase in
strength, it caused decreases in the flexure strength of SiC and SiN, (by
about 20% at 5 x 1016 Ar/cm 2 , 800 keV).
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4.4. Fracture Toughness
Failure in "brittle" materials often occurs by the extension of flaws

(cracks) that are present before the application of stress. A useful
measure of the properties of such materials is their toughness. A general
approach has been developed in engineering mechanics that indicates the
resistance to propagation of a crack under stress once it has been ini-
tiated. This measure of resistance is called fracture toughness, Kc.
The length of cracks associated with sharp-indenter impressions in cera-

mics reflect the toughness of the material (48). There are two types of
cracks: radial cracks that are the tensile extension of median cracks
formed during loading, and lateral cracks that are formed during unloading
due to the influence of residual tensile stresses in the near-surface
region. Radial cracks generally run perpendicular to the free surface
whereas lateral cracks have a component more or less parallel to the sur-
face. There have been several attempts to formulate simple relationships
between the size of the radial cracks and the fracture toughness (e.g.,
49,50). Such relationships allow the apparent change in fracture toughness
for implanted ceramics to be determined from an indentation technique.

Increases of 15 to 100% in the apparent indentation fracture toughness
have been reported for ion implanted A120, (7,22,24,51-53). Figure 13
(taken from ref. 24) illustrates the effects of fluence (of nickel ions into
A120.) and substrate temperature on the relative fracture toughness
(implanted/unimplanted). Samples implanted at the higher temperatures (300,
523 K) exhibit an increase of 80% at a fluence of 1017 ions/cm 2. These data
showed a hardness increase of 20 to 25% for the same samples. The presence
of an amorphous surface layer (on specimens implanted at 100 K) caused
significantly greater increases in the fracture toughness, the increase
being 110% for 10'7 Ni/cm2 . Such changes In fracture toughness are
generally attributed to the residual compressive surface stress induced by
implantation. Detailed examination of the cracks around Vickers inden-
tations made on the 110121 surface of A1O, showed that implantation had
little effect upon the incidence of radial cracking (51). However, obser-
vations on sections broken along the radial cracks revealed that the semi-
circular r ick trace became oblate as cracks were deflected by the implanted
surface layer and thus their trace on the free surface appeared shorter.
This change in the shape of the fracture path was observed both in samples
implanted with low fluences (crystalline surfaces) and with high fluences
(amorphous surfaces). Again, the change was attributed to the residual
surface compressive stress introduced by implantation.
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The apparent fracture toughness of SiC was increased by implantation,
both for damaged but crystalline layers and for amorphous layers (13,22,54).
The increases were in the range of 30 to 40%, depending upon the load used
to initiate cracks and the computational method used. The incidence of
lateral cracking was markedly reduced but there was little change in the
radial cracking.
In contrast to A12O and SiC, a decided change in the radial crack trajec-

tories was found for implanted MgO (39). The usual four <110> crack traces
for indents on 10011 surfaces were replaced by an irregular array of cracks
in other directions. The cracks in unimplanted MgO were consistent with a
model of crack nucleation based on simple dislocation reactions. After
implantation, this form of cracking was absent and cracks seemed to nucleate
at the points of highest stress concentration. A large (80%) increase in
indentation fracture toughness of the implanted MgO was attributed to both
the surface compressive stress and the change in method of crack nucleation.
In the case of ZrO,, the variation of apparent fracture toughness with

implantation is different for partially stabilized and fully stabilized
materials. The apparent fracture toughness of fully stabilized zirconia
(with yttria) is increased by implantation of Ti (41), and Al (40,55) at
fluences below that necessary to induce amorphization. Lateral cracking was
again suppressed by implantation. On the other hand, in partially
stabilized zirconia (with MgO or YO) the apparent fracture toughness
decreased with an increasing fluence of 400 keV Ti until the amorphous state
was reached and then remained approximately constant (41). The amount of
radial cracking was greater in the implanted PSZ samples than in the
unimplanted controls.

Increases of 80 to 100% in the indentation fracture toughness have been
reported for TiB. (7,42,52).
In the indentation fracture toughness method, the cracks are initiated in

the unimplanted substrate and propagate toward the surface. The obser-
vations note the influence of the modified surface layer on the final stages
of crack propagation. It is clear that the properties of the implanted zone
affect the crack propagation process but whether or not it is accurate to
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call this an effect on fracture toughness is not yet resolved, but the
method serves as a convenient and useful means of following changes induced
by ion implantation.
4.5. Tribological Properties

This subject is considered in detail in the paper by Kossowsky in the pre-
sent volume; however, his emphasis is on the properties at elevated tem-
peratures. Some of the observations on the effect of ion implantation on
the room temperature friction and wear of ceramics will be briefly reviewed
in this section.
Friction is the important parameter that determines the manner in which

stress is transferred from one member to another for contacting moving com-
ponents. Ion implantations of single crystal sapphire to fluences less than
those required for amorphization result in an increase in the coefficient of
friction for metal pins under lubricated sliding (56) and metal, sapphire,
and diamond pins under dry sliding conditions (27,57). The onset of
amorphizition is accompanied by a decrease in the coefficient of friction
[e.g., from 0.24 to 0.04 for a diamond pin and a normal force of 0.49 N
(ref. 14)]. At first, these effects were thought to be due to ploughing in
the harder or softer implanted layers. However, Bull and Page (57) have
shown that the effects are due to adhesion between the pin and disc and the
effects of implantation on this property.
The scratch test or single pass pin-on-disk test gives an indication of

resistance to abrasive wear where gouging or plowing may be involved. The
scratch tests corresponds to a single pass pin-on-disk test. If the cross-
sectional area of the scratch is measured and the corresponding tangential
force is known, a work of material removal can be calculated for quan-
titative comparisons among samples. The single-pass test lacks the
repeated loading and unloading of the pin-on-disk test and will not reflect
any effect of fatigue or of abrasion by chips of material removed in pre-
vious passes.

Figure 14 shows a SEM photograph of scratches made by a loaded diamond
stylus on a single crystal of A1201 (52). The implanted (crystalline)
region is to the right-hand side and the implanted-unimplanted interface is
indicated by the arrows. It is immediately obvious that the amount of
lateral cracking and the resultant spalling of material is much less in the
implanted region. The depth of each groove extends beyond the depth of the
implanted zone by at least a factor of two. The tangential force (hence,
dynamic coefficient of friction) increased by 20 to 30% upon going from the
unimplanted to the implanted region.
The specific work of material removal is 50 to 140% greater for the

implanted region of TiB 2 (1 x 1011 Ni/cm
2 , 1 MeV) than for the unimplanted

material (42). In these polycrystalline specimens, material removal was
mostly by grain bounda y cracking which was greatly suppressed by implan-
tation. Transgranular cracks were also found in the wear path made in
unimplanted regions but not in the implanted areas. As noted in Table 1,
implantation produced a residual compressive stress of 1-4 GPa in these
samples which apparently suppresses crack-formation and/or propagation.
The production of an amorphous surface on ceramics causes a surface

compressive stress due to the volume change accompanying the transformation.
In addition, deformation of amorphous phases occurs by viscous flow, shear
band propagation, or densification, rather than by dislocation slip and
cleavage fractures typical of brittle solids. Both effects could influence
the wear properties. Figure 15 contains SEM photographs of scratches made
in A1203 by a diamond stylus. The amorphous surface was produced by
implantation of 2 x 106 Cr/cm 2 (260 keV) at 77 K. The groove in the
unimplanted (crystalline) region is accompanied by cracks that extend into
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FIGURE 14. SEM photograph of
scratch made by diamond styluswith normal forces of 0.29 N
(upper) and 0.49 N (lower) in
A1 203. The interface betweenthe implanted (I x 1017 Cr/cm 2

,
280 keV) and unimplanted
regions is marked by the arrows-(implanted region to the right)
(ref. 42).

UNIMPLANTEO IMPLANTED

I x 1017 C/CM
2

FIGURE 15. SEM photographs of
scratch made by a diamond sty-
lus in A120. (a) Crystalline,
unimplanted; (b) amorphous,
implanted with 4 x 1016 Cr/cm2

H(150 keV) at 77 K (ref. 14).
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the surrounding material for distances comparable to the groove width.
There is also profuse cracking in the bottom of the groove. Material
spalled due to the lateral cracks and much of the debris consists of angu-
lar pieces fractured from the wear track. On the other hand, the track in
the implanted (amorphous) region is characterized by ductile-appearing chips
and there are no visible cracks (radial or lateral). Profilometer traces
across the track indicate extensive plastic deformation, with much of the
material removed from the track present in ridges next to the groove. Even
though the amorphous material is only 50% as hard as the crystalline
material, the suppressing ef cracking has greatly increased its resistance
to this gouging or ploughing wear.

5. SUMMARY
The surface mechanical properties of ceramics are altered by ion implan-

tation. The alteration results from the microstructural changes and the
residual stresses produced in the implanted zone. Because of difficulties
associated with accurate property determination of thin layers, data
published to date are generally qualitative in nature and indicate only the
direction of the changes. Implantation conditions which give a damaged but
crystalline layer cause increases in hardness, fracture toughness, and
flexural strength. The mechanisms responsible appear to involve both
defect- and solid-solution strengthening, and the residual compressive
stress.
If implantation produces an amorphous phase, the hardness decreases but

the apparent fracture toughness and the flexural strength may be increased
relative to the unimplanted value. These increases have been attributed to
the residual compressive stress state. The am-rphous surface layer
suppresses the incidence of lateral cracking associated with indentation or
scratching with a sharp stylus. Since much of the material that is removed
from a brittle solid during a wear test is the result of lateral cracking,
implanted ceramics with amorphous surfaces show less wear in laboratory
tests than their crystalline counterparts.
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TRIBOLOGICAL PROPERTIES OF ION BEAM MODIFIED CERAMICS AT ELEVATED

TEMPERATURES

RAM KOSSOWSKY

Applied Research Laboratory
The Pennsylvania State University
Post Office Box 30
State College, PA 16804

1. INTRODUCTION
1.1 About surfaces

Surfaces of technological materials are often quite different from
the bulk material they represent. Because of the essentially two-
dimensional bond structure, and the direct exposure to the ambients,
there are usually extensive variations in the chemistries, micro-
structures and morphologies of the surfaces in comparison to their
bulk constitution.

The now classical paper by Fireston and Abott [1] established that
no surface is truly flat but is made up of irregular arrays of hills
and valleys. This was the beginning of the statistical determination
and specification of surface topography known as "surface finish"
parameters. This work also set the stage for the introduction of the
concept of asperities to the studies of tribology and the early
attempts to quantify the real area of contact. Typical orders of
magnitude of typical metal surface features are shown in Fig. 1 [2].

05 -Contaminant

0>.5 or -
Oxdere a

IDeformed layer

Solid Suberate

Figure 1. Typical surface features (after Ref. 2).
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Although the existence and extent of deformed surface layers may
not be usually found on ceramic surfaces, the characteristics of the
surfaces of ceramic materials are determined by the same general
factors cited above. In addition, the characteristics of ceramic
surfaces may be affected by factors related to the specific ways by

which these materials are consolidated and fabricated, i.e., ball
milling, hot pressing, sintering, liquid phase sintering, and so on.
Furthermore, the enhanced sensitivities of ceramic materials to deform-
ation and stress concentrations may be reflected in the structures and
morphologies of their surfaces. Figure 2 shows the change in the
response of the surface of titanium to mechanical deformation, with and
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Figure 2. Hertz area/load curves showing the elastic behavior of
titanium covered with a virgin oxide (full symbols),
and after oxide removal (open symbols) (after Ref. 3).



277

without, an oxide cover. The oxide covered surface exhibits elastic
behavior, while a plastic response is obtained under similar load
conditions, after the oxide has been removed.

It is therefore not surprising that the friction and wear
behaviors, which are specific surface phenomena, cannot be predicted
reliably from first principles which are related to bulk structures
and properties. Conversely, even a qualitative predictive approach to
friction and wear co3uld not be formulated without the definition of the
characteristics of the wearing surfaces.

1.2 About Tribology
The science and technology of tribology, which encompasses

friction, lubrication and wear, are among the most researched and most
written about subjects. In spite of these activities, the science of
tribology has not yet achieved the goals of quantitative formulation
and parametric predictability. This is so because friction and wear
are not materials properties. They are, rather, secondary to a
multitude of parameters, intrinsic and extrinsic, which come together
to dictate the behavior of a particular system composed of two
materials at relative motion to one another across a common interface.
Furthermore, the local conditions that fix the controlling parameters
are not necessarily constant. Friction and wear are, actually, dynamic
events where the controlling parameters change with time.

There are many ways to illustrate schematically the complexity of
the genesis and evolution of friction and wear. In Fig. 3 we show
the scheme proposed by Kossowsky and Wei [3].

The three basic elements that are involved in the frictional
interactions of unlubricated surfaces [4] are listed at the top. These
are the real area of contact, the interfacial bond strength, and the
dynamics of materials interactions at the point of contact. These
elements are not fully understood, let alone correctly quantified.
Theoretical treatments of friction and wear resort, therefore, to some
forms of approximation, guesses, or statistical descriptions.

Correct estimates of the real area of contact are difficult to
attain. The contact surfaces of the wearing materials display complex
topographies that are best described in terms of coverage by
asperities. It is thus that the treatments of the interactions of the
asperities provide the basis for some of the more advanced quantitative
descriptions of wear [5-10].

The interfacial bond strength earns a place at the top of the
friction and wear evolution line because the actual forces acting
between the surfaces depend on the structures, crystal chemistries,
and mitigating surface films. These are all parameters which do not
lend themselves to unambiguous, time dependent, quantitative
definitions.

The effect of velocity is usually not given a rigorous treatment
when the tribological behaviors of ceramics are studied. While
ceramics are likely to manifest insignificant shear rate effects,
velocity will become important at elevated temperatures, where visco-
elastic behavior might be involved.
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FRICTION AND WEAR
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Figure 3. The genesis of friction and wear (after Ref. 3).
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One of the early attempts to correlate a few of the parameters
listed in Fig. 3 into a "unified" description of wear is due to Archard
[11],

V SxL (1)

where V, the wear volume, is proportional to the sliding distance S,
the load L, and is inversely proportional to the hardness H. The
difficulty with this equation is that to fit the data, the
proportionality constant k may vary by as much as five orders of
magnitude, from 10-3 to 10-8. As pointed out by Samuels [12],
this could mean that anywhere from 10-8 to 10-3 asperities are
producing a wear particle, or that 103 and up to 108 events have
to occur before an asperity becomes a wear particle. The reader may
note that the above interpretation sets the stage for a cyclic,
fatigue related description of wear. For ceramics, it may be tempting
to involve, also, fracture dynamics principles.

The real area of contact depends on the average sizes, numbers,
and geometries of the contact spots. For elastically loaded
asperities, which is likely to be a dominant feature for wearing
ceramic surfaces, the area of contact is given by [13-15] [see also
Eq. (7)]

A = C(L/E)2 1 3  (2)

where C is a constant, L is the load and E is the elastic modulus.

2. MECHANISMS OF FRICTION AND WEAR
2.1 Introduction

Most of the modern theories of friction and wear begin with the
assumption of a dominating surface topography. Since the inter-
actions among asperities are critical to the outcome of the friction
and wear events, the geometrical factors of asperities should
contribute to the events at the wearing interfaces.

The term adhesion is used, in its broad meaning, to define the
medium of transfer of normal load across the interface between the two
moving bodies which result in tangential, or frictional, forces. The
specifics of load transfer, the events at the interfaces, and the
responses of the materials to resulting stress fields, are then
combined into a friction and wear mechanism.

Chemical reactions at the interface are likely to be important
sources of adhesion for ceramics wearing at elevated temperatures,
where diffusive processes across the interfaces are dominating.
Elevated temperatures are usually considered extrinsic environmental
factors. It has been also shown [16-18] that high loads, or high
speeds, affect the wear behaviors of ceramics by inducing local high
temperatures at the tips of asperities.

The origin of friction is thus generally defined as due to yet
unspecified adhesion at the interface and, depending on materials and
environmental parameters, friction may lead to wear. The purpose of a
mechanistic model is then to define quantitatively the nature of
adhesion at the interface, the conversion of adhesion to frictional, or
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tractive forces, and the evolution of wear through the interactions of

the frictional forces with the materials involved.

2.2 Adhesive Wear
When ceramic materials are wearing under relatively low loads,

that is, loads that do not cause local conditions to exceed the elastic
limit, the real area of contact under an asperity is derived from the
equations of Hertzian contact [17], as given by Eq. (2), or

A0 = UL
2 / 3  (3)

where the constant k contains the elastic constants, v and E, of both
materials. [More rigorous derivations of the Hertzian related stresses
are shown in Eqs. (6) and (7) below.] The frictional force is assumed
to be equal to the asperity fracture stress which is scaled with the

area of contact. Thus

SfA0 = k'L-1/3 (4)

The results of expression (4) are interesting in that they predict that
under low loads and in the pure elastic loading regime, the coefficient
of friction will decrease with increasing load. This is in contra-
diction to the popular Amontons' Law which states that p is independent
of area of contact and load. This result is expected intuitively since
the fracture stress for a ceramic material is a function of the
fracture toughness parameter, Kc, and the critical crack size, a, or

Q' K
of (5)

all of which are independent of load. Since the true area of contact
increases with load, the coefficient of friction will decrease [18-20].

The combination of normal Hertzian load and tangential frictional
force introduces complex biaxial state of stress [21,22], as shown
schematically in Fig. 4. The significant feature here is the
occurrence of tensile stresses at the trailing edge of the moving
asperity. Tensile stresses are responsible for crack opening. When
the critical crack length, dictated by fracture mechanics principles,
is reached, an unstable crack will develop leading to fracture and the
eventual formation of a wear particle. Trailing edge cracks produced
when a sapphire ball was sliding against a glass surface are shown in
Fig. 5 [23]. Extensive cracking is seen in (a) where the coefficient
of friction was of the order of 0.85 during sliding under water.
Sliding in alcohol, (b) recorded p of the order of 0.15 with

concomitant decreases in the width of the wear track and the severity
of cracking.

The critical load causing a crack to "pop in" under a pressing
asperity may be approximated through the derivations of Lawn and
Marshall [24,25], as shown in the schematic in Fig. 6. Following the
equations of Hertzian contact, the spatial extent of the stress field

is given by the dimension "a",
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Figure 4. Schematic representation of stress distributions
under a sliding asperity in adhesive wear (after
Ref. 26).

504.M

Figure 5. Trailing-edge cracks, sapphire ball sliding on glass.
(a) P = 0.85, water environment; (b) p = 0.15,
alcohol environment (with permission, Ref. 23).
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Figure 6. Schematic of the "Hertzian Cone" cracks system
(after Ref. 24).

a = (4kr/3E)1/3L11 3 (6)

where r is the sphere radius, L is the load (equivalent to P) and k is
a complex dimensionless parameter that includes the elastic constants
of both materials. For application to the tribology equation, we
follow the simplifying assumptions adopted by many investigators that
assign semi-spherical shapes to the tips of asperities. We can thus
derive from Eq. (6) an expression for the measure of the Hertzian
stress acting under the asperity, or

2 = 3/2 2/3 1/3
a0 = L/na (3E/43kr) L (7)

This equation implies that for an uncha._ _ asperity diameter and
constant load, the stress field is uniquely defined by the elastic
constants. For ceramic materials wearing under elastic loading
conditions, the assumptions of contact geometries for the asperities,
within a given operating system, may be acceptable as reasonable
approximations.

Invoking elastic fracture mechanics relations between the critical
load, crack length and fracture toughness, Lawn and Marshall wrote for
the critical load to initiate crack propagation

L = crK2/E (8)c c
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where a is a dimensionless parameter, r is the tip radius of the
asperity, as above, and K. is the fracture toughness parameter. The
critical fracture stress is given by Eq. (5). Since pi = OF/Oc, we
obtain

QKc E

(a) 1/2 ark2

or

= a'E/K c  (10)

For a given class of materials, where the fracture toughness was
found to vary with processing parameters, inverse dependencies of the
coefficients of friction on fracture toughness have indeed been
obtained [19,26].

2.3 Delamination Wear [27.28]
The ability of ceramic materials to deform plastically is quite

limited. In terms of cracking induced delamination wear, the time
element leading to the formation of a wear particle in metallic
materials can be viewed as the time required for crack nucleation and
propagation. In ceramic materials, however, cracks are assumed to be
naturally present and the action of friction induced stress fields are
to propagate cracks until the critical dimensions for fracture are
reached. Wear of ceramic materials may thus be treated in terms of
bulk fracture mechanics parameters, such as fracture toughness and
rates of fatigue crack propagation.

Contract stresses play a dominant role in the evolution of
friction and wear in ceramics [21,24-26] due to the combination of high
elastic modulus and very low plastic deformation, as was shown above.
The action of cyclic stresses that prevail during pure rolling, such as
in bearings, or the combination of normal and tangential forces during
sliding, result in local tensile stress fields that initiate and
maintain the propagation of cracks. Wear rate is related to rates of
crack propagation and the time element to reach critical crack size to
form a wear particle. Adewye and Page [20) studied the wear behaviors
of a few grades of hot pressed SiC and Si3N4 ceramics. They concluded
that the wear of SiC was dominated by bulk cracking. That is, cracks
that formed at the wear surface propagated into the bulk resulting in
total material failure. Wear in Si3N4 was, however, characterized by
local delamination. Delamination wear was also found to be the
dominant mode in the wear of partially stabilized zirconia [29].
Common to the Si3N4 and ZrO2 ceramics is their relatively high fracture
toughness compared to the toughness of SiC. Wear of high toughness
ceramics is controlled by micro-plastic deformation mechanisms at the
front of the propagating crack [25]. Crack propagation is thus
confined to the stress field that exists just below the surface. In
the more brittle ceramics, such as SiC, fracture is effected by
cleavage and intergranular cracking which move away from the localized
stress fields into the bulk.
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The dependence of wear on materials parameters is shown
schematically in Fig. 7 with attention to the lower range of fracture
toughness. As expressed also by Eqs. (8) and (10), the wear resistance
of ceramics will improve with lower modulus. Thus, fracture toughness,
hardness, strength, and corrosion resistance of the ceramic component
should be maximized while elastic modulus and density should be as low
as possible. It iq not unexpected, therefore, that hot pressed Si3N4 ,
with KIc - 8 mNm "3/2 , H - 2,000 Kg m -2, E - 310 GPa and of - 700 MPa
fails by localized delazinatiot, mode in bearing applications, while
SiC, with Klc - 4 mNm-3 1, H - 2,000 Kg mm- 2 , E - 410 GPa and
of 450 GPa, exhibits catastrophic failures.

0Brittle
6 -Fracture

Transition

S4Plastic
SDeformation

0

0 10 20 30 40
1i2

K MP m

Figure 7. Generalized presentation of the dependence of wear
resistance on fracture toughness (after Ref. 26).

2.4 Fracture Dynamics Approach
In discussing the popular Archard formulation, we have introduced

the concept of fatigue as a possible explanation for the experimentally
observed wide range in the parameter k. In the previous section we
have discussed, in some detail, the fracture mechanics approach to wear
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of ceramics. This is certainly appropriate since these materials are
brittle in nature and are quite limited in their ability to deform
plastically. Combining the fracture mechanics concept with the fatigue
analog brings us naturally to examine the potential of treating
friction and wear of ceramics in terms of fracture dynamics.

The fatigue process in brittle materials is defined in terms of
slow-fatigue-crack-growth process by the well known Paris relation,

da/dN = C(AK)n  . (11)
The fatigue process may also be described by the general Wohler

relation,

Nff (Of/a)n (12)Nf fa

which has the same general form as the integral of Eq. (11), where
Nf is the total number of cycles to failure, of is the fracture
strength of the material and a is the average operating applied
stress under which the fatigue process is progressing.

Following the general reasoning that led to the Archard equation,
we note that the wear of a ceramic material resulting from a cyclic
fatigue process will be derived from the cracking of asperities for
which the fatigue limit of Nf cycles has been achieved under the
operating stress. We thus write for the wear rate

WN= kf(c)A0/Nf (13)

where f(c) is a function describing the distribution of asperities
and A0 is the area qf contact, or he total area of wearing asperities.
Since A0 = aE-2/3L0

/3 and Ga = PE2/3L1 /3 , combining (12) and (13)
we obtain

W = kf(c)ofn E2(n -1)/3 L(n+2)/3 (14)

Expression (14) has the general form of the Archard relation but
incorporates the specific properties of ceramics for which n > 1. The
wear rate scales inversely with the strength of the material but
increases with the elastic modulus [see also Eq. (10)). The dependence
of the wear rate on load is modified by the crack growth rate exponent
n; wear would usually increase with load at a higher than linear rate.

3. HIGH TEMPERATURE FRICTION AND WEAR
3.1 Introduction

At elevated temperature, where chemical reactivities are likely to
dominate, the chemistries of the surfaces in relations to the
environment become important. Many of these environments are likely
to be rather chemically complex. The obvious conclusion is that the
chemistries of the contact surfaces play a major role in determining
the behavior of a wearing couple [19,31-33]. Chemical reactions with
the environment have been shown to alter the friction and wear of a
number of ceramic-ceramic moving contact systems. Local contact
temperature and changes in materials chemistry will also influence, or
change, the mechanism of wear or the frictional forces operation in a
given system. It is intuitively expected that oxygen will have a
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significant effect on the wear behavior of a metallic system. It is
interesting to note that the presence of oxygen has been correlated
with reductions in friction and wear in a number of ceramic systems,
as well [19,32]. The presence of water vapor was shown to reduce the
friction and wear rates in A1203, CrC, TiC, WC and Si3N4 [331. On the
other hand, when high temperatures prevail, such as measured on the
surface of Si3N4 cutting tools during machining, sharp increases in
wear rates of the ceramic were noted (34]. Machining in nitrogen
environment resulted in significant improvements in the life expectancy
of the ceramic tools. These changes were related to oxidation of the
cut metal during operation and the absence of the mitigating effects of
condensed water vapor. Segregation of free C to the surface of wearing
SiC at elevated temperatures resulted in significant reductions in
friction and wear [19,35]. Continuous improvements in wear were noted
as temperature was increased to 6000C. The observations were related
to increases in the volume fraction of the graphite form of carbon with
increases in temperature. The formed layer of graphite provided an
efficient lubricating medium.

3.2 Surface Modification by Ion Beams
Ion beam modification of ceramics has evolved into a major means

of obtaining improved friction and wear behavior mostly, though, for
room temperature applications. The development of a soft and/or
amorphous structure is considered to be a means of improving the
fracture toughness of the surface in many ceramics, which may lead to
a reduction in cracking and delamination under moving contacts.
Implantation of nitrogen into tungsten carbide-cobalt composites has
been shown to induce a large defect structure thought to impart a
degree of ductility to a surface [36]. Implantation of Cr or Ni into
SiC causes amorphization, reducing the hardness, but increasing the
fracture toughness (37-39].

Roberts and Page [40] studied indentation induced plasticities in
silicon carbide implanted with nitrogen. Suppressions in the lateral
mode of cracking under the microhardness indentation were related to
implantation induced amorphization. The improved "plasticity" was then
related to observed reductions in friction and wear. Similar changes
in micro-toughness of the surface were reported for a sapphire
implanted with Y [41]. McHargue and his colleagues [37,39,40] reported
similar observations for alumina implanted with Cr, Ti or Zr. The
studies of wear patterns in a number of ion implanted ceramic systems
led McHargue to conclude that for those systems where ion implantation
produced amorphous surface phases, hardness decreased, but the apparent
fracture toughness and strength of the surfaces increased relative to
unimplanted materials. The onset of surface amorphization was thus
related to the observed reductions in friction.

Nastasi et al. [44] studied the wear behaviors of A1203 , SiC, TiB 2
and B4C following high dose implantation of N+. These studies showed
that while nitrogen implantation resulted in reduced coefficients of
friction for the latter three materials, the A1203 materials showed
significant increases in friction under the same implantation
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conditions. The authors attributed their results to implantation
induced chemical and microstructural changes at the surfaces, although
they did not rule out additional contributions from radiation damage,
i.e., amorphization. Nastasi et al. [44] concluded that strong
correlations were found between post implantation friction and the
thermodynamic driving force to form "nitride-like" bonds within the
implanted volume. For alumina, where the solid state incorporation of
nitrogen was not thermodynamically favorable, implantation induced
structural defects, i.e., voids, cracks, etc., were responsible for the
increases in friction and wear. Although not explicitly stated, one
may infer that the chemical and structural changes observed in these
ceramics affected the strength and toughness of the implanted surface
volumes.

The reader should now turn back to Eqs. (8), (9) and (10) and
Fig. 7. These relations show that the tribological behavior of
ceramics is indeed controlled by the fracture toughness and strength
of the materials. Although the relations in Eqs. (8), (9) and (10)
were developed with bulk properties in mind, it is reasonable to
argue that it is the state of stress and the toughness prevailing in
the volume of materials affected by the wear process that are
important. We conclude that the tribological characteristics of
ceramic surfaces should scale with their toughness and strength
following surface modification treatment by energetic ion beams. These
statements should hold true for a broad range of temperatures with the
stipulation that elevated temperatures do not affect appreciably the
thermodynamic equilibrium within the implanted volume.

Several studies [48-50] related to the tribological behaviors of
structural ceramics at temperature about 3501C, reported the onset of
high friction coefficients and severe wear for dry mating surfaces.
Elimination of lower temperature environmental lubricating effects,
i.e., water vapor, concomitant with enhanced chemical reaction across
the bare interfaces, were a few of the explanation advanced to account
for the observations. Wedeven et al. [49] showed that lubrication by
graphite containing certain additives, could be remarkably effective
for sliding silicon nitride components at elevated temperature, due to
the formation of a "glassy-like" interfacial layer. These
investigators also noted that the lubricating effectiveness of graphite
was due to a large extent to the release of phosphorous pentoxide.
This oxide was responsible for the strong adherence of the glassy
transfer film to the silicon nitride surfaces.

Studt [51] compared the lubrication effectiveness of fatty acids
with extreme-pressure additives applied to sintered o alumina and to
silicon carbide. There was practically no lubrication in the case of
SiC, while the oils were very effective in reducing friction and wear
in the case of A12 03 . The marked difference in the behaviors of the
two ceramic materials were attributed to the effective formation of
lubricating adsorption layers. While the diamond bond structure of
SiC prevented oil-ceramic interfacial reactions, long chains of zinc
di-n-alkyl dithiophosphates (ZnDTP), formed strong bonds with the ionic
bonded surface of alumina [511.
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The above observations [45-51] are consistent with the well
established principles of boundary film lubrication which state that
effective film lubrication should (a) support the mating surfaces at
the optimal separation to prevent interaction at asperities, (b)
adhere well to the mating surfaces so that interfacial shear is
controlled by the liquid film, and (c) be of optimal viscosity to
provide a balance between the tendency for the film to be squeezed out
and the dynamic resistance to shear.

These principles were behind the works of Lankford, Wei and
Kossowsky [46,48]. They directed their work at developing ion beam
mixed lubricating thin metallic film layers on structural ceramics
operating at about 500 0C in the partially oxidizing diesel atmosphere.

Kossowsky [52] proposed a model to describe the lubricating action
of the oxide films, shown schematically in Fig. 8.

F IFn

- Ceramic

Metal (oxide)

Mixed Layer

Ceramic

[a]

F Fn
4-

Oxide Transfer Shear Strength
Adhesion

Metal Oxide Shear Strength, Viscous Flow

Intrfacial Strength

[bi

F Fn

RMEM"Adhesion
Metal Oxide II - Shear Strength, Viscous Flow

Intrfacial Strength

Figure 8. Schematic diagram of the lubrication process of
ceramic/modified ceramic couples.
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The initial state of the ceramic/ceramic couple is shown in
Fig. 8(a). The modified ceramic may consist of up to three "layers",
the metal film, the mixed metal in the ceramic substrate and the
ceramic substrate. The actual thickness of each layer, and thus the

specific contribution it makes during the wear process, depends
essentially on the mixing efficiency of the specific metallic species
in relation to the ceramic substrate [53]. The schematic in Fig. 8(a)
refers, essentially, to adhesion controlled wear mechanism. The
adhesive model is shown in Fig. 9 where the coefficient of friction
would scale with temperature but should be independent of pressure and
velocity within the normal ranges for these variables. Experimental

evidence [46,48] points at two possible lubricating mechanisms, as
shown in Figs. 8(b) and 8(c). In the first configuration, the oxide
layer transfer to the unmodified rider. Lubrication is then provided,
either by the reduced adhesion between the two oxide layers, or by the
melting or flowing of the oxide layers. The model in Fig. 8(c) applies

to conditions of high temperatures and pressures where the oxide layers
adhere well to the ceramic surfaces due to enhanced diffusional
reactivity, and the volume of the oxide flows and provides lubrication
not unlike the action of a viscous oil film at low temperatures.

r 9ViscoelasicModel U=Const.

P=Const.

Adhesive
Model)

TC
Temperature

Figure 9. Temperature dependencies of coefficient of friction

for two wear mechanisms.

I
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In rheological terms, Kossowsky wrote that

= f(Tr) (15)

where the exact functional relationship depends on the rheological
characteristics of the fluid, i.e., Newtonian, non-Newtonian, etc.
(54]. The coefficient of friction, p, is related to the shear stress,
T, and the relative velocity of the wearing surfaces defines the shear
strain rate or

u T r= PP , and T - a (16)

where P is the pressure and is given by the normal force divided by an
effective contact area. The velocity and pressure dependencies of the
coefficient of friction will thus be expressed as

P = f(u , nIP) , (17)

which is shown schematically in Fig. 10. For a Newtonian-like
lubricating oxide, the dependence of p on velocity will be linear.
It is conceivable, though, that there would be a limiting value for
4, Pa(T), above which the system will revert to the adhesive model
behavior.

T= Const Newtonian| Visuous

Viscuous T > T

Uc
Velocity U --

Figure 10. Velocity dependencies of coefficients of friction.
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4. SUMMARY
The problems of friction and wear at mating ceramic surfaces have

been receiving increased attention, in step with the expanding field of
applications for structural ceramic components. One avenue for the
optimization and possible tailoring of ceramic surfaces wearing at
elevated temperatures is through the utilization of high energy
deposition schemes. Friction and wear are secondary to multitude of
parameters, intrinsic and extrinsic, which come together to dictate the
dynamic behavior of a particular system. These parameters were
reviewed against the background of prevailing friction and wear
theories. The evolution of friction and wear with temperature was
discussed, with emphasis on adhesive wear. We concluded with
a review of surface modification schemes by energetic ion beams and how
they affect the tribological behavior of ceramic materials. Special
attention was paid to the potential of the utilization of ion beam
mixing to introduce metal/oxide high temperature lubricating films.
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1. INTRODUCTION
In recent years, thin films and ion implanted layers have been the focus

of much research. Such surface layers are used for a variety of applica-
tions in industry. For example, thin metallic films are used for electrical
contacts and for diffusion barriers in the semiconductor industry. Thin
ceramic films are used as optical coatings for light emitting diodes and for
optical windows. Thin films are also used to enhance wear resistance, and
to provide corrosion protection and lubrication. Ion implanted layers are
created in both metals and ceramics to enhance the toughness and wear
resistance of such things as medical implants and optical materials. Such
layers can also provide corrosion resistance and lubrication.
As the number of applications for thin films and ion implanted layers

grows, so does the need to know the mechanical and elastic properties of
such surface layers. This need has rejuvenated interest in microindentation
techniques for the analysis of these properties. Traditional microinden-
tation tests, such as Knoop and Vickers, have been used for this purpose.
Such tests do indicate trends in the hardness of these materials. However,
due to the effect of the substrate on the measurements, they do not provide
substrate-independent values for the hardness of the layers. For example, a
Knoop test done on sapphire using a 0.147 N (15-g) load produces an
impression with a long diagonal of about 12 pm and a depth of about 0.4 Pm.
A 0.147 N Vickers indent in sapphire will produce an impression 0.8 P deep.
Since the thickness of many technologically interesting thin films are on
the order of 0.1 to 0.3 pm, the hardness usually measured by either the
Knoop or the Vickers method is actually a composite of the hardness of the
layer and its substrate. In order to avoid the influence of the substrate,
the indent depth must be substantially less than the film thickness.
Because of the difficulties in imaging and measuring small indents, depth-

sensing microindentation systems have been developed by a number of
researchers (1-4). However, elimination of the indent imaging step is not
the only advantage of depth-sensing microindentation systems. Continuous
data acquisition during the loading portion of the test allows measurement
of the properties of interest as a function of depth In a single indentation
experiment. In addition, using data taken during the unloading portion of
the indentation experiment, these systems can also provide information on
elastic properties of materials (5).
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sponsored in part by the U.S. Department of Energy, Assistant Secretary for
Conservation and Renewable Energy, Office of Transportation Systems as part
of the Ceramic Technology for Advanced Heat Engines Project of the Advanced
Materials Development Program, under contract DE-ACO5-840R21400 with the
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In order to obtain the shallow indentations necessary to test thin films
and ion implanted layers, loads much smaller than those used for conven-
tional microhardness testing are used. For example, the minimum practical
load to give indents large enough to be imaged optically with reasonable
accuracy in Knoop testing of ion implanted ceramics is 0.147 N. The stan-
dard ultra-low load microindentation system used in this study operates with
loads between 3 IzN and 120 mN.
The purpose of this research is to demonstrate the capabilities of ultra-

low load microindt.,tation testing for determination of the hardness and
elastic modulus of thin films (both metallic and non-metallic) and ion
implanted layers on ceramic substrates.

2. EXPERIMENTAL
2.1. Sample materials

Two substrates were used to support the metal and hard carbon films used
in this study: sapphire and ALON (A123027Ns). The sapphire substrates were
25 mm diam, 1-mm thick, optically polished (0001) single crystal disks
(Crystal Systems, Inc., Bedford, MA) which were annealed in oxygen for 120 h
at 1400 0C. The polycrystalline ALON substrates were also optically polished
but larger (30 mm diam, 2 mm thick) disks (Raytheon, Inc., Lexington, MA)
which were used as received.

For the thin film experiments, both metallic and non-metallic films were
used. Diamond-like carbon coatings (DLC), also known as hard carbon coatings
(HCC), were deposited onto each type of substrate by rf glow discharge of
methane in argon. The coatings were approximately 100 nm thick. A chromium
film approximately 50 nm thick was evaporated onto a sapphire substrate by a
standard evaporation technique. All films were tested for adherence to
their substrates using a standard pull test performed with a Sebastian I
adherence tester (Quad Group, Santa Barbara, CA). For this test, a 3-mm-diam
pull pin was epoxied to the film, and the tensile force necessary to remove
the film was measured.

Two ion implanted samples were tested. Both substrates were sapphire.
One sample was implanted at room temperature with a fluence of 4 x 10" Cr
ions/cm2 at an energy of 150 keV, thus producing a rOamaged but still
crystalline surface layer (6). A second sample was implanted at liquid
nitrogen temperature with a stoichiometric mixture of aluminum and oxygen (4
x 1016 Al ions/cm2 at 90 keV and 6 x 1016 0 ions/cm2 at 55 keV), thus pro-
ducing an amorphous surface layer. An area on each of the specimens was
masked off during implantation to provide a virgin substrate area (6).

2.2. Ultra-low load (ULL) indentation testing
The experiments were carried out on a commercially available computer-

controlled ULL indentation system, the Nanoindenter (Nano Instruments, Inc.,
Knoxville, TN). A schematic of the instrument is shown in Fig. 1. The
system uses a triangular pyramid-shaped diamond indenter, which is driven
into the test material by a coil and magnet assembly. The indenter's posi-
tion is determined by a capacitance displacement gauge with a resolution of
0.16 nm. The loading column is supported by springs, and the force on the
column is controlled by varying the current in the coil. The load resolu-
tion is 0.3 pN. The motion of the indenter is damped by air flow around the
center plate of the capacitor, which is attached to the loading column.
Although the system can be operated in other test modes (i. e., constant

loading rate), these experiments were performed in a constant displacement
rate mode. The test procedure involves driving the indenter toward the sur-
face of the test specimen at a constant rate, detecting the surface contact
as a change in velocity. After the surface has been detected, the indenter is
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C.

FIGURE 1. Schematic diagram of the Nanoindenter.

forced into the specimen at a different but still constant displacement
rate. The system continuously records the displacements and forces asso-
ciated with the indentation process for a pre-set sequence (for example,
load to a certain depth, unload a specified amount, reload to a deeper
depth, hold for a period to detect thermal drift, unload totally). A typi-
cal load-displacement curve is shown in Fig. 2. With knowledge of the exact
geometry of the diamond indenter and the system compliance, the data can be
processed to give both the hardness and the Young's modulus of the test
material as a function of depth from the free surface (5).

3. RESULTS AND DISCUSSION
Plots of the hardness and elastic modulus as a function of indenter

displacement for the HCC coatings are shown in Figs. 3 and 4. Samples 2, 4,
5, and 10 were DLC on sapphire substrates; sample 11 was HCC on an ALON
substrate. The films on samples 2, 4, and 5 were found to be poorly
adherent to their substrates by a standard pull test. In contrast, the
films on 10 and 11 were very adherent and this is reflected in the hardness
data. Samples 10 and 11 show substrate effects - the measured hardness
approaches the hardness of the substrate alone (about 23 GPa for sapphire
and 24 GPa for A'ON) at increasing indentation depths. At depths shallower
than some shallow critical depth, the measured hardness is the hardness of
the film, and at some depth deeper than the film thickness, the hardness
measured is that of the substrate. All of the hardnesses measured at inter-
mediate depths are some composite of the two. The hardness data from
samples 2, 4, and 5 show no substrate effects. The hardness values are vir-
tually the same at each of the depths sampled. Since these films are not
well-adhering, the stress produced during indentation is not effectively
transferred across the film/substrate interface.

S-.nce the film/substrate interface Is perpendicular to the direction of
indentation, it is subjected to substantial shear stresses during the inden-
tation pro'ess. A weak interface cannot support shear stresses; thus, the
shear st,.- :es produced during indentation are not effectively transferred
across interface. Therefore, the substrate may not plastically deform
to the extent that It would if the film were adherent.
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FIGURE 2. Typical load-displacement curve for sapphire.
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FIGURE 3. Hardness versus indenter displacement for five different 
diamond-

like carbon films. Sample 11 was on an ALON substrate. Samples 2, 4. 5,

and 10 were on sapphire. The films on samples 10 and 11 were adherent to

the substrates. The films on samples 2. 4, and 5 were nonadherent.
Adherence was determined by the pull test.
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FIGURE 4. Modulus versus indenter displacement for the same diamond-like
carbon films shown in Fig. 5.

Substrate-independent modulus values are not present in the data for either
the adherent or non-adherent HCC films. This is because the measured modu-
lus values depend more on the normal stresses exerted on the sample.
Although the film/substrate interface is weak in shear, it can support
compressive normal stresses. Thus, the substrate affects the modulus
measurements for both adherent and non-adherent films.

The measured hardness of the HCC films is approximately 7 GPa, which is
within the range of values quoted in the literature (7,8), although it is at
the low end of the range. The spread of the values quoted in the literature
may be due to actual differences in films. Alternatively, the substrate may
have affected some of these data, since most were obtained from Knoop and
Vickers systems. If one calculates the indentation depths used from the
loads and measured hardnesses, it can be seen that the depths of most of the
Knoop and Vickers hardness impressions were significant fractions of the
film thicknesses. Data taken on the Nanoindenter for this experiment is in
good agreement with other ULL data (7).

Figures 5 and 6 show data taken on an adherent 50 nm thick chromium film
on a sapphire substrate. Both the hardness and modulus data show the
effects of the substrate on the measured values. The measured hardness of
the film decreases with decreasing depth, but never reaches a constant
value. The hardness of the film alone was not measured. The data extrapo-
lates to a value of approximately 5 GPa, which is within the range of values
cited for chromium, 1 to 10 GPa (8). The measured modulus of the film also
decreases, extrapolating to a value of approximately 225 GPa. This value is
in good agreement with the bulk value, which is around 248 GPa (9).
Data taken from the ion implanted samples are shown in Figs. 7 and 8. The

amorphous layer (stoichiometric Al and 0 implantation at liquid nitrogen
temperature) is approximately half as hard as the sapphire substrate.
However, the apparent hardness of the damaged but crystalline layer (Cr
implantation at room temperature) Is slightly higher than the substrate
hardness. Thus, ion implantation can raise the apparent surface hardness of
ceramics, as previously found by other workers using the Knoop method (10-13).
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FIGURE 5. Hardness versus indenter displacement for a 50-nm-thick chromium
film and its sapphire substrate.
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FIGURE 6. Elastic modulus versus indenter displacement for a 50-rim thick
chromium film and its sapphire substrate.



301

40 o Sapphire substrate
* Damaged but crystalline
* Amorphous

Cd 30
CL A A

&0 0 0

u, 20

cd"10

-r 10 U

O ,...... .. ....................... .
0 20 40 60 80 100 120

Indenter Displacement, nm
FIGURE 7. Hardness versus indenter displacement for two different implanted
layers on the surface of a sapphire substrate. The damaged but crystalline
layer was formed using a fluence of 4 x 1015 Cr ions/cm2 at an energy of
150 keV at room temperature. The amorphous layer was produced by dual
implantations of 1 x 1016 Al ions/cm2 at 90 keV and 6 x 1016 0 ions/cm 2 at
55 keV at liquid nitrogen temperature.
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FIGURE 8. Modulus versus indenter displacement for the same samples as
Fig. 7.
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This increase in hardness can be attributed to a combination of solid solu-
tion and defect strengthening (14). The modulus of the amorphous layer is
lower than that of the sapphire substrate, while the modulus of the damaged
but crystalline layer is slightly higher.

4. CONCLUSIONS
As evidenced by these experiments, the hardness and elastic modulus of

thin films and ion implanted layers on ceramic substrates may be determined
using ultra-low load microindentation testing. Substrate effects are easily
distinguished, and poor film adhesion can be detected by this method.
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TRIBOLOGICAL PROPERTIES OF CERAMICS MODIFIED BY ION IMPLANTATION AND BY
ION BEAM-ASSISTED DEPOSITION OF ORGANIC MATERIAL
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Toyota Central Research & Development Laboratories, Inc.
Nagakute, Aichi-gun, Aichi, 480-11 Japan

1. INTRODUCTION
Ceramic materials are increasingly being used as rolling or sliding parts

of machines, for example, as bearings or seals, and surface treatments to
enhance the friction and wear performance of ceramics have become more and
more important.

Surface modifications of structural ceramics by ion implantation or by ion
beam-assisted techniques have recently been studied extensively (1-37. Ion
implantation in ceramics has been demonstrated to significantly affect the
mechanical properties, such as surface hardness (4), indentation fracture
behavior (5), flexural strength (6), friction and wear characteristics (7),
and so on. It has also been found that coefficients of friction as low as
about 0.05 are obtained for ceramic surfaces modified by ion beam mixing (8)
or by metal film deposition and subsequent ion irradiation (9).
In this paper, we report the influences of energetic Ar+ ion implantation

on the friction and wear properties of polycrystalline SiC and SIZN. in
sliding contact with SUJ2 steel or SiN ceramics. We also report the for-
mation of an adhesive solid carbonaceous film onto ceramic surfaces by vapor
deposition of a silicone oil and energetic Ar+ ion irradiation. The tribo-
logical properties of SiN, and sapphire coated with this carbonaceous film
are presented.

2. EXPERIMENTAL PROCEDURE
2.1. Materials

The ceramic materials studied were polycrystalline a-SiC (Kyocera, SC201),
polycrystalline a-Si3 N. (Kyocera, SN220) and single crystalline a-A1203
(sapphire). Disk samples (3 mm thick, 30 mm in diameter) of these ceramics
were surface-modified and were subjected to pin-on-disk type tribology
tests. The surface roughnesses of the disks were 0.1 pmRa (an average
deviation from a mean line of the surface profile) for SiC, 0.25 PrmRa for
SiN,, and less than 0.02 pmRa for AI,O . The pin materials used were
SUJ2(US code; 52100) steel (0.1 pmRa) and SiN, ceramics (0.1 pmRa).
The organic material used for the vapor deposition was a silicone oil

[pentaphenyle-trimetyl-trisiloxane, (S13O2C33H12)n] with specific gravity
1.09.

2.2. Ion implantation
Ions of Ar at an acceleration energy of 800 keV were implanted to the

disks of SiC or SiN. at room temperature to an ion dose of I x 101'
ions/cm 2.
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2.3. Ion beam-assisted deposition of silicone oil
The vacuum chamber used for forming the carbonaceous films on the ceramic

disks is illustrated schematically in Fig. 1. The base pressure of the
system was 1 x 10-0 Torr. The disk samples were mounted on a sample holder
which was cooled with liquid nitrogen. A reservoir for the silicone oil was
heated in the chamber, and a shutter in front of the oil reservoir was
opened when the reservoir temperature reached a given value ranging from 60
to 1200C. Simultaneously, Ar+ ions at an acceleration energy of 1.5 MeV
irradiated the samples to a fixed dose of 5 x 1011 Ions/cm2. During the ion
irradiation, the reservoir temperature was kept constant. The coated film
thickness was varied mostly by changing the oil reservoir temperature.

Substrate FIGURE 1. The system for
silicone oil vapor deposition

Ion -and Ar+ ion irradiation.
beam ..

,-~~ , , li'cone oil
' vapor

si-o-sI-o-si -0

2.4. Measurements
2.4.1.7Friction and wear. A pin-on-disk type apparatus was used to eva-

luate the tribological property of the surface-modified ceramics. The disk
samples were slided against loaded, unimplanted, hemispherical-ended pins of
SUJ2 or S13N. of 5 mm in diameter. Testing conditions included no lubri-
cant, room temperature, loads of 2.2 N (otherwise specified), sliding velo-
city of 0.05 m/s, disk rotation speed of 80 rpm and an ambient atmosphere of
relative humidity of 50 to 70%.
2.4.2. Characterization. Surface layer analyses were performed by using

Rutherford backscattering spectroscopy (RBS) with 2 MeV He+ ion beam and by
using Raman spectroscopy.

3. RESULTS AND DISCUSSION
3.1. Ion implantation
Figure 2(A) shows the coefficient of friction, pi, as a function of sliding

time for Si2N, disks unimplanted and implanted with 800 keV Ar
+ ions. The

pin material is SUJ2. The coefficient of friction for the unimplanted disk
is almost constant with sliding time and is 0.85. A similar pattern of 11
versus sliding time is also seen for the Ar+ ion-implanted disk. For this
disk, p is 0.80, which is slightly smaller than the unimplanted value.
Similar tests were also performed for a variety of disk (Si3N,, SiC)-pin
(SUJ2, Si.N.) combinations. The results are summarized in Table 1. Smaller
values of pi are always obtained by the Ar+ implantation into the disks.
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FIGURE 2. (A) p versus sliding time for $12N. disks unimplanted (a) and
implanted with 800 keY Ar+ ions to 1 x 1016 Ions/cm (b). The pin mterial
is SUt2. (B) p versus sliding time for SIC disks unimplanted (a) and

implanted with 800 keY Ar+ ions to I x 1016 ions/cm2 (b). The pin material
is SUJ2.

Table 1. p and amplitude of fluctuation of p (the figure In the
parenthesis)

SiC disk Si3 N4 disk
unimplanted implanted unimplanted implanted

SUJ2 0.60(0.08) 0.15(<0.01) 0.85(0.16) 0.80(0.14)
pin
Si3N4 0.75(0.20) 0.50(0.20) 0.80(0.22) 0.75(0.20)
pin

As shown in Fig. 2(B), a remarkable effect of the Ar+ ion implantation has
been found for a SIC disk in sliding contact with a SUJ2 pin (10). For the
unimplanted disk, both p and the fluctuation of p show large values of 0.6
and 0.08, respectively. On the other hand, for the Ion-implanted disk, p
shows a high value at an Initial stage of the test, but it decreases gra-
dually with time and then reaches a value as low as about 0.15. The fluc-
tuation of p is also reduced as p is decreased. These behaviors were
observed for a broad range of the normal load changed (1 to 30 N). As shown
in Fig. 3, the smooth sliding state with p as low as 0.15 lasts for more
than 1 x 10' cycles. In Figs. 2(B) and 3, temporary, abrupt increases of p
are seen in the low friction state. The wear debris piled on both sides of
the wear track is considered to sometimes drop in the track and disturb the
smooth sliding state, resulting in the abrupt increases of p. But, in the
use of hemispherical pins, the wear debris tends to be removed from the
track during the test, and the smooth sliding state recovers soon.
Corresponding to the reduction in p, the wear rate of the SUJ2 pin reduced

f
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FIGURE 3. p versus
08 800 keVAi 9.2 N sliding cycle for a SIC

disk implanted with 800
0.6 key Ar+ ions to 1 x 1019

ions/cm2. The pin
--0L material is SUJ2. The

Q2 normal load applied to
the pin is 9.2 N.

e0 2.5 aO 7.5 10
Sliding cycles (x 104 )

to about one-fifth of the value obtained for sliding against the unimplanted
SiC disk (10). Raman spectroscopy measurements indicated amorphous phases
of C, SIC, and Si on the wear scar surface at ) - 0.15 and the crystalline
phase of SiC on the surface at p - 0.5 (10). The low friction state main-
tained until the surface amorphous layer was worn away.
It has been known that covalently-bonded ceramic materials such as SIC and

SiN are easily amorphized by ion implantation, and that the amorphization
is accompanied by a significant reduction of hardness (1-3). Hicrohardness
measurements with a Knoop profile indenter at a load of 0.25 N showed that
the hardnesses of the implanted surface layers are about 65 and 70% of the
unimplanted values, for the SIC and SitN disks, respectively. The reduc-
tions in p by Implanting Ar+ ions to SiC and SIN disks are partly attribu-
table to the formation of a soft amorphous surface layer on the hard
substrate, i.e. the formation of a thin layer of a reduced shear modulus on
the substrate of a high elastic modulus. It has been reported by Burnett
and Page (7) that for sapphire, implantations of Ti+ and Zr+ ions to doses
less than those required for amorphizatlon results in Increases in both the
coefficient of friction and the near-surface microhardness.
As seen in Table 1, the observed reductions in p are much larger for SIC

than for SiN.. For SIC, the Ar+ ion-irradiation produces an amorphous car-
bon phase in the implanted surface layer, as indicated from the Raman
spectroscopy. This phase may work as a solid lubricant, resulting in the
larger reductions of V.
For the ion-implanted SIC disk, p is lower in sliding contact with the

SUJ2 pin than with the Si.N. pin. This may be due to the easy formation of
a well run-in surface for a metal pin. As seen in Figs. 2(B) and 3, the
gradual decreases of both p and the fluctuation of p are preceded by an ini-
tial stage of the tests of about 15 min (103 cycles), which is regarded as
the running-in stage.
From the ion implantation experiments, it is suggested that an adhesive

carbon film on ceramics may work as a good solid lubricant.

3.2. Ion beam-assisted deposition of silicone oil
3.2.1. Film characterization. Figure 4 shows the RBS spectrum for a

SiN, disk coated with a carbonaceous film prepared by the silicone oil
vapor deposition and 1.5 NeY Ar+ Ion-irradiation. The film was black and
showed a low electrical resistivity of about 10-1 0 cm, Indicating that the
vapor-deposited silicone oil was carbonized by the ion-irradiation. As seen
in Fig. 4, the film contains Si and 0, as well as C. The RBS yields from Y

i

I
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FIGURE 4. RBS spectrum for a Si.N. disk coated with a carbonaceous film
prepared by silicone oil vapor deposition and 1.5 NeV Ar+ ion Irradiation.

and W atoms are due to the sintering additives and the contaminants in the
St3 N4 substrate used. From the RBS spectrum, the film thickness Is deter-
mined to be 0.27 pm by assuming that the film is made of C alone and that
the density of the film is equal to that of graphite, i.e. 2.3 glcm

3 . It

has been known that ion Irradiation of an organic material causes the
emission of volatile molecules made up of the composing elements of the
material (11). Consequently, gaseous elements such as H, N, 0 are preferen-
tially removed from the material, resulting in a carbonization. A computer
simulation (12) of the RBS spectrum gave the atomic ratio for the film
Si:0:C = 3:2.0:32, which agrees well with that of the original silicone oil
(3:2:33). This suggests that volatile molecules containing Si, 0, and C are
hardly generated in the Ar+ ion-irradiated silicone oil. It is probable
that the ion-irradiation of the silicone oil mainly causes the emission of
hydrogen molecules.
In Fig. 5, the Raman spectrum for a SIN, disk coated with a 0.11 1m-thick

carbonaceous film is compared to that for a SiAN. disk coated with a 0.15
pm-thick pure carbon film vapor-deposited by electron beam heating a
graphite rod. The asymmetric broad peak around 1500 cm-' in the spectrum for
the pure carbon film shows that the film is amorphous (13). A similar broad
peak is seen In the spectrum for the ion-irradiated silicone oil, indicating
that the film contains amorphous carbon phase.
From these results, it Is suggested that the film prepared by the silicone

oil vapor deposition and Ar+ ion-irradiation is similar to amorphous carbon
and that it contains considerable amounts of Si, 0, and probably a small
amount of H.

3.2.2. Tribologtcal property. Figure 6 shows p as a function of sliding
time for S1N disks uncoated and coated with a carbonaceous film 0.27 pm
thick. The pin material used is SUJ2. As seen from the figure, for the
uncoated disk, p is 0.85 and the fluctuation of p is quite large. On the
other hand, for the coated disk, a coefficient of friction as low as 0.04 is
obtained and the fluctuation of p is very small.
In order to examine the durability of the film, long-term tests were con-

ducted. Further, in order to examine the effect of the film thickness, the
tests were repeated on a SiN% disk coated with a 0.11 pm-film. The results
are summarized in Fig. 7(A). For the disk coated with the 0.27 pm-film, theI
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FIGURE 7. p versus sliding cycle for SIN. disks uncoated ([3) and coated
with a 0.11-pm-thick (0) or a 0.27-pm-thick (0) film prepared by silicone
oil vapor deposition and 1.5 MeV Ar+ ion-irradiation. The pin materials are
SUJ2 (A) and Si,N, (B). The vertical bars denote the amplitude of fluc-
tuation of p.
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sliding state with p as low as 0.04 to 0.1 lasts about 1 x 101 cycles,
followed by gradual increases of both p and the fluctuation of p. For the
disk coated with the 0.11-un-film, the duration of the low friction state
with p of about 0.1 is more than 2 x 104 cycles. The gradual increase of P
at larger sliding cycles corresponded to gradual removal of the coated film
from the slided disk surface. The comparatively high durability and the
gradual removal of the film indicate that the film is strongly adhered to
the ceramic disk.
In order to evaluate the solid lubricant performance of the carbonaceous

film for ceramics-ceramics couples, the coated S13N. disks were slided by
SiN. pins. The results are shown in Fig. 7(B). It is seen that for the
S13N,-SiN4 couple also, the film works as a good solid lubricant. For the
uncoated SitN, disk, y is about 0.8, whereas ) reduces to 0.1 for the disk
coated with the 0.11 pm-film and to 0.04 for the disk with the 0.27 pm-film.
The duration of the low friction state is about 104 cycles for the
0.11 pm-film and about 105 cycles for the 0.27 pm-film. The results are
quite similar to those obtained by using SUJ2 steel pins. It has been
demonstrated in Fig. 7 that the solid carbonaceous film coated on ceramic
surface by the silicone oil vapor deposition and Ar+ ion-irradiation works
as a good solid lubricant for both ceramics-ceramics and ceramics-metal
couples.
In Fig. 7, it is also seen that the lowest value of p obtained is depen-

dent on the film thickness. The lowest value of p is 0.1 for the 0.11 pm-
film and 0.04 for the 0.27 pm-film.
In the former case, the film thickness is only about one-half of the sur-

face roughness of the SiNk disk used, and there may be direct contact area
of the pin and disk materials, resulting in an increased frictional force.
It is considered that to obtain a good solid lubricant performance rf the
film, the thickness should be larger than or comparable to the surface
roughness of the substrate material. A sapphire disk with surface roughness
less than 0.01 pmRa was coated with a carbonaceous film 1.2 pm thick and was
slided by a SUJ2 pin. In Fig. 8, p versus sliding cycle for this disk is
shown, together with the result for the uncoated sapphire. It is seen that
p reduces to a value as low as 0.05 and that the low friction state lasts
about 2 x 10' cycles.

3.2.3. Comparison to pure carbon film. In order to investigate the origin
of the low p value of the carbonaceous film, a SiA, disk was coated with a
0.15-pm-thick pure carbon film by electron beam heating a graphite rod and
was slided against a SUJ2 pin. The coefficient of friction was around 0.2
at an initial stage of the test (1 min or 10' cycles), and then it abruptly
increased to values of 0.4 to 0.7, indicating a breakage or a removal of the
carbon film. To increase the adhesivity of the film, the Si,N, disk coated
with the 0.15 pm-thick carbon film was irradiated with 1.5 MeV Ar+ ions to a
dose of 5 x 1016 ions/cm 2. The irradiation condition is the same with that
used in Croducing the solid carbonaceous film. In Fig. 9, p as a function
of time is shown for this disk in sliding contact with a SUJ2 pin. A coef-
ficient of friction as low as 0.2 was obtained, and the duration of this low
friction state is about 3 x 10' cycles. A replacement of the pin material
by SIN. also resulted in a p value of 0.2, but the duration was less than 4
min (3 x 10' cycles).

These results show that carbon plays an important role in reducing p of
ceramic surface. It is noted, however, that the p value for pure carbon
film is higher by a factor of more than two than that for the carbonaceous
film produced by the Ar+ ion irradiation of the silicone oil. This suggests
that the value of p as low as 0.04 for the carbonaceous film cannot be
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FIGURE 8. p versus sliding cycle for sapphire disks uncoated (0) and
coated with a 1.2-pm-thick carbonaceous (0) film prepared by silicone vapor
deposition and 1.5 MeV Ar+ ion irradiation. The pin material is SUJ2. The
vertical bars denote the amplitude of fluctuation of p.
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explained entirely by the amorphous carbon phase contained in the film. It
seems that in addition to C, Si, 0 and/or H in the film work to reduce p.

4. CONCLUSIONS
Two techniques were adopted as means for modifying ceramic surfaces in an

attempt to improve the friction and wear property: (i) implanting energetic
Ar+ ions and (ii) forming solid carbonaceous films onto ceramic surfaces by
vapor deposition of a silicone oil (pentaphenyle-trimetyl-trisiloxane) and
energetic Ar+ ion-irradiation. The friction and wear properties of the
modified ceramics were tested by using the pin-on-disk method. The disk
materials studies were SiC, SiA,N and AI.O, and the pin materials used were
SUJ2 steel and Si=NA ceramics. The results obtained are as follows:
1. Implantation of 800 keV Ar+ ions to disks of SiC and SiNA results in

reductions of p for sliding contact against pins of both SUJ2 metal and
Si.N. ceramics. This effect is partly attributed to the formation of a
soft amorphous surface layer on the hard substrate by ion implantation.

2. A remarkable reduction of p from 0.6 to 0.15 is observed for a SiC disk
in sliding contact with a SUJ2 pin by implanting Ar+ ions to the disk.
The durability of the low p state is more than I x 105 cycles for a
disk implanted with 800 keV Ar+ ions to a dose of 1 x 1016 ions/cm.
The amorphous carbon phase generated in the surface layer of SiC as a
result of Ar+ ion implantation may work as a solid lubricant, resulting
in the large reduction in p.



311

3. An adhesive, solid, electrically conductive, carbonaceous film can be
formed on the surface of SiN, or A120, by vapor deposition of the
silicone oil and 1.5 MeV Ar+ ion-irradiation. The film obtained is
similar to amorphous carbon but contains considerable amounts of Si and
0 and probably a small amount of H.

4. SiSN4 disks coated with these carbonaceous films show coefficients of
friction as low as 0.04 for sliding against pins of both Si3N4 and
SUJ2. The durability of the low p state is more than 1 x 10' cycles
for a S13N. disk coated with a 0.27-pm film. The coefficient of fric-
tion for the carbonaceous film is lower than that for a vapor-deposited
and subsequently Ar+ Ion-irradiated pure carbon film by a factor of
more than two.
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MODIFIED PULL TEST FOR THE TESTING OF VERY ADHERENT FILMS

J. E. PAWEL AND C. J. McHARGUE*

Vanderbilt University, Nashville, TN 37212

1. INTRODUCTION
In many applications, the effectiveness of a thin film on a substrate

depends largely on the degree of adhesion of the film to its substrate.
Because of this, much effort has been put into developing reproducible,
quantitative adhesion tests (for reviews see references 1-6). The pull test
is a direct measure of the tensile force required to remove the test film
normal to the substrate surface. Pins or studs with flat ends are attached
to the film surface and then pulled off by a calibrated instrument that
measures the force of removal.
In principle, the pull test is the most straightforward of the many quan-

titative adhesion measurement techniques. In practice, however, it is not
so easily used. One of the major difficulties of this method is to apply a
truly normal force to the film rather than a combined force and moment due
to misalignment of the tensile load. The attachment of the pin to the film
surface must be such that it does not grossly affect the film under investi-
gation or the film/substrate interface (3). The stress limit of the test is
the strength of the adhesive used to secure the pin to the film surface
(4,6-8); however, in many instances the de-adhesion stress of the
film/substrate interface is greater than the strength of the epoxy that
bonds the pins to the film surface. Another problem arises if the fracture
occurs in a complex manner involving several of the interfaces and layers
between the pin, epoxy, film, and substrate (9,10). If partial failure
occurs in some layer or at some interface, the actual stress on the
remaining intact portion of the system changes. Since it is not always
known where failure first occurred, it may be difficult to determine the
meaning of the maximum stress recorded by the test instrument.

Because of these problems, a technique was developed to introduce a repro-
ducible flaw at the film/substrate interface in an attempt to lower the
apparent adhesion of the film to within the range of the pull tester. This
technique also promotes film failure at the artificial flaw and subsequent
crack propagation along the film/substrate interface.

2. EXPERIMENTAL PROCEDURE AND METHOD OF ANALYSIS
Zirconium films approximately 500 nm thick were electron beam evaporated

onto the basal plane of single crystal sapphire substrates. The pull test
was performed using a Sebastian I adherence tester manufactured by the Quad
Group of Santa Barbara, CA. The pins were 3 mm in diameter and coated with

*Oak Ridge National Laboratory, Oak Ridge, TN 37831-6118. This research is

sponsored in part by the Division of Materials Sciences, U.S. Department of
Energy, under contract DE-ACO5-840R21400 with the Martin Marietta Energy
Systems, Inc., and under a National Science Foundation Graduate Fellowship.
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epoxy. The adhesion of these zirconium films to their sapphire substrates
was greater than the strength of the epoxy used to bond the test pin to the
specimen. In each case, the largest tensile stress applied was equal to or
slightly greater than the manufacturers' specified epoxy strength of 62 to
69 MPa but none of the test film was removed. The modified method intro-
duced above was therefore employed in order to obtain a quantitative measure
of the film adhesion.
A thin layer of gold approximately 20 nm thick was sputter deposited onto

a small portion of the sapphire substrate after the substrate had been
cleaned. The test film (500 nm of zirconium) was then deposited through a
mask such that a portion of this new film overlapped the gold layer (see
Fig. 1). Since the gold layer was non-adherent (experimentally) to the
sapphire substrates used in this experiment, this served as a release layer
for the test films. The mild shadowing effect of the mask used during gold
deposition caused the edge of the gold layer under the test film to be
tapered and thus this was treated as a reproducible crack and the analysis
made using the concept of fracture toughness as indicated by the stress
intensity factor, K. For Mode I loading, Kj is given (11) as

KI - A Vira ,

where "a" is the crack length, a is the normal stress, and "A" is a constant
related to the geometry of configuration (see Fig. 2). The specimen
geometry used in the modified pull test is an analogous situation: because
the gold layer is non-adherent to the sapphire substrate, it does not
transmit any stress across the interface and thus serves as a "crack"
between the film and substrate (see Fig. 3). The stress intensity necessary
for de-adhesion, rather than normal stress, was taken as the measure of film
adhesion.

There may be other "cracks" at the film/substrate interface also, due to
voids and other defects created during film growth, but the one created by
the release layer is by far the largest and is, therefore, the failure ini-
tiation site. Because cracks tend to extend normal to the direction of
maximum tensile stress (12) the crack will propagate along the
film/substrate interface.
By using KI , which incorporates the geometry of the crack, minor differen-

ces in pin placement over the gold layer were not significant since they
could be accounted for by careful measurement of the crack length.
Because the goal of the analysis was not to determine a material property

but to find some means of comparison of the fracture strength for similar
but flawed systems, no attempt was made to ensure that the specimens used in
this research met the specimen size requirements for fracture toughness
testing (11). All specimens used for comparison were of almost identical
shape and size and therefore the geometric factor "A" remained the same for
each of the test specimens.

3. RESULTS
For comparison, some pull tests were performed on areas of the test film

that did not overlap the release layer. None of the tests performed without
a release layer resulted in any film loss. The tests performed utilizing
the release layer resulted in varying amounts of film loss over a wide range
of applied stresses (see Table 1).

The gold layer does have an effect on the stress intensity. Table 1
reveals that the adhesive strength of the film to the substrate was greater
than the strength of the epoxy if no release layer was present and thus no
zirconium film was removed. However, the use of the release layer resulted
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FIGURE 1. The gold layer is deposited on a portion of the specimen surface.
The test film is then deposited such that it overlaps the gold layer.
(View is normal to deposition surface.)
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FIGURE 2. Schematic representation of Mode I crack opening for an edge
crack of length "a."
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FIGURE 3. Schematic representation of the modified pull test. Because the
gold film is non-adherent to the substrate, it can be modeled as a crack
under the film.
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TABLE 1. Pull test results. Different identification letters refer to
separate tests on the same specimen. "Test Film Removed" refers to the test
area not including that over the release layer.

Specimen Gold Stress Maximum Stress Test
Number Release at Crack Intensity Film

Layer Failure Length Factor Removed
(MPa) (m) (MPa VIm) (%)

477 c no 64.74 ...... 0

477 d no 59.57 ...... 0

478 b no 69.98 ----- 0

480 d no 56.75 --.--- 0

478 a yes 5.45 0.40 0.21 26

479 c yes 35.10 0.77 1.90 20

480 a yes 38.61 1.39 2.81 13

480 b yes 25.65 0.47 1.09 65

in some test film removal. If the effect of the gold layer were solely to
reduce the effective area supporting the applied load, thus increasing the
stress on the system, recalculation of the stresses based on the area under
the pin but not over the gold layer should reveal maximum stresses of about
the same order of magnitude as when no release layer was utilized and,
again, the epoxy should fail before the test film. Table 2 shows this is
not the case: the stresses recalculated for the specimens omitting the pin
area over the gold material were in general much less than the strength of
the epoxy. Failure of the test film would not have occurred at these low
stresses if the release layer did not have an effect on the stress inten-
sity. Even specimen 480a, which had a recalculated stress of 71 MPa, showed
film removal, not just epoxy failure.

4. DISCUSSION
In each case, the crack did not propagate along a single plane: there

were regions of film/substrate failure and of epoxy/film failure (see
Fig. 4). If the epoxy failed first, the stresses supported by the remaining
bonded area (Region B in Fig. 4) are much higher than the tensile strength
of the epoxy. This was deemed unreasonable because some epoxy is still
intact to transmit these high stresses. It was thus assumed that part of
the zirconium/sapphire interface (Region 8 in Fig. 4) failed first at some
stress less than the final maximum reading at which stress the remaining
epoxy failed. Calculation of the stresses based on this assumption gave
maximum stresses on the remaining intact system that were approximately
equal to the tensile strength of the epoxy. This latter, then, was a reaso-
nable assumption and supported the conclusion that the crack propagated
along the film/substrate interface for some distance and then stopped.
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TABLE 2. Stresses recalculated assuming reduced area under the
pin due to the gold release layer.

Specimen Stress at Failure Recalculated Omitting
Number Pin Area Over Gold Layer

(MPa)

478 a 5.79

479 c 38.68

480 a 71.29

480 b 38.47

ORNL-DWG 88-12661

r-TEST FILM
REMOVED

TEST FILM

EMAINING

"CRACK" II

FIGURE 4. Schematic representation of the pull-pin site on the specimen
surface after pin removal. Region A is the area overlapping the gold layer
and represents the "crack." Region B is that of film/substrate failure and
Region C is the region of epoxy/film failure.

The load continued to increase until the stress on the remaining intact por-
tion exceeded the strength of the epoxy. Since the stress to cause failure
of at least part of the test film occurred at an unknown smaller stress than
the maximum shown in Table 1, it can be concluded that the stress intensity
factors in Table 1 represent an upper limit of those required to cause film
de-adhesion.
Some reasons that the crack resulting from the gold layer did not propa-

gate further between the test film and substrate include: (a) the gold
layer may not have been completely continuous at a thickness of 20 nm;
(b) the crack tip caused by the edge of the gold layer may not have been
sharp enough; and (c) the zirconium film may not have been continuous over
the edge of the gold. Also, gold on sapphire tends to agglomerate during

i I.
! '£!*
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heating and this may have occurred during the test film deposition or during
the epoxy cure cycle. It Is hoped that more extensive crack propagation
will be obtained after the investigation and optimization of these factors.

5. TENSILE ADHESION OF ION BEAM MIXED FILMS
The modified pull test was used to investigate the effect of ion beam

mixing on the adhesion of zirconium films to sapphire substrates. The
experimental procedure described above was followed. The specimens were
then masked in such a way that the incoming ion beam (Fe++ ions at 1 MeV to
a fluence of 1 x 101 7 ions/cm2 ) bombarded a portion of the test film but none
of the film that overlapped the gold release layer. This last precaution
was taken because ion beam mixing might enhance the adhesion of gold to
sapphire.
Gold was chosen for the release layer material because it does not "wet"

sapphire. Because of its non-wetting characteristics, and thus non-
adherence, the gold film and the superimposed test film were often removed
during sample preparation and handling, particularly during the masking pro-
cedure. As a result, data for the ion beam mixed case were gathered for
only one ion beam condition. In each of the pull tests in the ion beam
mixed region, the only part of the zirconium test film removed was that
directly over the gold layer: the crack caused by the presence of the gold
layer did not propagate at all between the mixed film and the substrate.
For the unmixed case, there was some crack propagation along the
film/substrate interface with the removal of 20% of the zirconium test film.
The crack length for the test performed on the same specimen in the unmixed
region was intermediate to the crack lengths utilized in the mixed region.
The average maximum stress at failure and the average stress intensity fac-
tor for the mixed region were greater than the upper limits of these for the
unmixed region by 40 and 30%, respectively (see Table 3). This indicated
significant adhesion enhancement by ion beam mixing since both regions had
similar flaws but the mixed region withstood a greater stress and a greater
stress intensity factor with no zirconium film removal.

TABLE 3. Pull test results for ion beam mixed specimens

Specimen Stress at Crack Stress Film
Number Failure Length Intensity Removed

(MPa) Factor Factor (%)
(m) (MPa iVm)

479 a (mixed) 37.03 0.94 2.02 0

479 b (mixed) 60.68 0.55 2.76 0

479 c (unmixed) 35.10 0.77 1.90 20
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6. CONCLUSIONS
The gold release layer results in a reproducible crack that creates a

stress intensity at the interface under investigation. This method was used
successfully to cause failure of the film/substrate interface in systems for
which this adhesion is normally greater than the tensile strength of the
epoxy, thus allowing a reproducible, quantitative measurement of the stress
intensity necessary for de-adhesion. This technique was used to show a 30%
improvement in the tensile adhesion strength of zirconium films to sapphire
as the result of ion beam mixing.
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ION IRRADIATION OF POLYMER-DERIVED GRAPHITIC CARBONS

J.T.A. POLLOCK, M. J. KENNY, L. S. WIELUNSKI, AND M. D. SCOTT

CSIRO, Division of Applied Physics, Private Mail Bag 7,
Menal, New South Wales 2234, Australia

1. INTRODUCTION
Carbon atoms exist in the natural state as graphite and diamond, two of

the most interesting allotropes found among the elements. Diamond, the
metastable, highly crystalline structure, is the hardest known substance and
prized for its beauty as well as its utility. Graphite has a layer struc-
ture and although the bonds within the layers are probably stronger than
those of diamond, weak layer-linking bonds produce a material which slips
easily and exhibits high lubricating properties. Each of these carbon
structures may be formed by industrial processing.
Polymeric carbons are formed by heating high molecular weight polymers to

temperatures where the non-carbon content is lost as a gas and the resulting
carbon mass has a "tangled" largely graphitic microstructure which relates
to the polymer chain configuration. These graphitic carbons include fibers,
glassy carbon and many of the chars (1). In these materials, the graphite
layers are short in length and stacking sequence (< 10 nm) preventing the
weak inter-layer bonding from dominating and producing uniquely strong, yet
highly elastic materials. Thin carbon coatings may be produced by a number
of vapor deposition techniques and exhibit properties in the range diamond
to diamond-like depending upon processing parameters (2). However, our
interest lies with the bulk (> I mm thick) polymer-derived carbons and
includes carbon/carbon composites processed from the curing of carbon fiber
mats interspersed with a polymer glue to produce a unique graphite-based
material. When combined with the renowned blo-compatibility of carbon, the
mechanical characteristics of these polymer derived graphites lead to a
powerful material which can be used to fabricate biomedical devices
including heart valves and mechanical components such as pins for broken
bones (3).
Work in our laboratory has concentrated on glassy carbon, a low density

(1.5 g cm-3) material formed by the controlled heat-induced degradation of
resinous hydrocarbons (1). Although it is less strong and wear resistant
than pyrolytic (CVD) carbons (4), it has thickness, shaping and forming
advantages, making enhanced wear resistance an attractive goal. This goal
has been substantially achieved by our group using ion irradiation.
In this paper, we present a brief summary of our earlier reported conclu-

sions followed by recent work on the effect of ion species and dose, the
irradiation induced structural changes observed by ion channelling and
scanning electron microscopy (SEM) of highly oriented pyrolytic graphite
(HOPG), comparative scratch testing results and some ideas on the reasons
for the observed increased hardness leading to enhanced wear resistance.
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2. SUMMARY OF CONCLUSIONS DRAWN FROM PREVIOUS WORK
Wear resistance enhancement is associated with the end-of-range zone where

dense atom displacement occurs. For example, using 2 MeV He+, enhanced wear
resistance is found on diamond polishing to be almost 8 pn below the
surface (5). However, the same He+ dose at 12 keV produces wear resistance
at the surface (6).

Improved wear resistance is observed with N, He, and C (5) reinforcing the
hypothesis that the enhanced resistance is related to displacement damage
rather than a chemical effect.

The enhanced wear resistance is dose dependent. For 50 keV N+, the
improved wear resistance is first observed at 1011 ions cm-2 increasing
rapidly to a factor of 400 improvement by about 5 x 1015 ions cm-' (7).
Other carbon materials having a graphite-based structure such as electrode

graphite, HOPG and carbon fibers also show enhanced wear resistance
followoing irradiation (6), the extent of which depends upon the initial
hardness and macrostructure of the material used.
In comparative wear testing, using both diamond abrasive and ruby ball-on-

disc, modified glassy carbon is substantially more wear resistant than pyro-
lytic carbon which is normally preferred in biomaterial applications such as
artificial heart valves (4).
Upon irradiation of low density glassy carbon, a small surface compaction

is usually observed indicating densification(S). A probably related obser-
vation is the substantially increased visual reflectivity.
Direct hardness measurements are difficult due to both the thinness of the

modified layer and the elastic recovery after indentation. The latter is
very important and has been thoroughly reported by Hawthorne (9). We have,
however, reported qualified hardness data for modified glassy carbon indi-
cating increased hardness (10). Indirectly, we have measured the higher
hardness of modified glassy carbon compared with pyrolytic carbon in ruby
ball-on-disc wear testing (8). The ruby ball remained unmarked while
cutting a groove in a pyrolytic carbon disc, but had a flat worn onto it
under the same conditions while failing to cut a groove in an ion irradiated
glassy carbon disc.

3. EXPERIMENTAL TECHNIQUE
All irradiations were carried out in vacuum with a beam area of a few cm2

in most cases. With glassy carbon samples, masks were used to define irra-
diated and unmodified areas. Masks containing 2 m diam apertures were
employed to irradiate samples with different species at various doses
(Fig. 1). The energy of the ion species was selected so that the modified
layer depth for each was the same (Table 1), about 100 rum. As has been pre-
viously described (5), on polishing these zone irradiated samples with 1 Pm
diamond, the modified area resists abrasion and a plateau develops relative
to the surrounding unmodified region. The step heights of these capped
regions were measured at various stages of wear using optical interferometry
and provided an assessment of wear resistance as a function of species and
dose. Other samples were masked so that half the area was irradiated with
50 keV N+ to a dose of 106i ions cm-2. These samples were used to determine
the relative resistance to fine abrasives such as SiC, Al20, B.C, and
diamond. These powders were applied to a small plush pad and drawn across
the boundary. The load required to give a dense pattern of visible
scratches on the non-irradiated area was assessed.
Highly oriented pyrolytic graphite (HOPG), a very soft material, has

already been reported as having very substantially increased wear resistance
following modification (6). Samples of similar material were irradiated
with 50 keV N+ at doses in the range 2 x 1014 to 2 x 1010 ions cm-' and exa-
mined by Rutherford backscattering and channelling using 1 MeV He+. These
samples were also examined by optical microscopy and SEM.
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TABLE 1. Critical dose for a 3-pm high wear resistance plateau, D*, density
of energy per incident ion available for nuclear collision, Es, and the den-
sity of deposited energy, Es.D*, at the critical dose.

Ion Ion Critical dose Displacement Total
species energy D* energy density displacement

(keV) (ions cn- 2) per ion Es energy density
(eV 10-15 cm-2) Es • D*

Helium 10 2.4 x 1016 1.3 31
Carbon 33 4.9 x 1015 9.0 36
Nitrogen 39 2.4 x 1015 11.3 27
Oxygen 44 2.5 x 1015 14.0 35
Fluorine 50 1.9 x 1015 16.0 31
Neon 50 1.2 x 1015 21.3 27

4. EXPERIMENTAL DATA
Figure 2 shows the resistance to diamond wear of glassy carbon samples

zone-Irradiated with various ions as a function of dose. All observed cases
of substantial wear resistance were at the surface. Small surface compac-
tions of about 30 nm, were observed at the higher doses for all species in
the as-modified condition. An unworn irradiated zone 3 pm high was used to
determine a critical wear resistance dose for each ion species. Since the
modified depth was held at -100 nm for each species, by varying the irra-
diation energy, this plateau height represents an enhanced wear resistance
factor of 230. These data confirm that enhanced wear resistance is not ele-
ment specific and that for a given element a relatively sharp dose threshold
exists. However, the data clearly reveal the Important role of atom mass in
determining the critical dose. For example, a dose of 1.1 x 1015 Ne+ cm- 2 is
effective compared with a required critical dose of 2.6 x 101 ions for
helium.

The ion doses required foe each species to resist diamond abrasion until a
plateau 23 pm developed are listed in Table 1, together with calculated sur-
face deposited energy densities per incident Ion. The latter have been
determined according to Ziegler et al. (11). The product of these parame-
ters provides a measure of the total energy density deposited In nuclear
collision cascades for each ion species and reveals that, within the
accuracy of the dose measurement and the polishing technique employed, this
nuclear collision displacement energy density is a constant. These calcula-
tions make it very clear that the enhanced wear resistance is related to the

Vmlmmm••mmmmmm m mm mml
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FIGURE 2. Wear resistance of zone irradiated glassy carbon for various ions
as a function of ion dose. A 3-pm high wear resistant platuau defines D*.

total value of the density of deposited energy and is independent of the ion
type. It Is very likely that similpr increases in wear resistance are
available with neutron irradiation L-z at much higher doses owing to the low
mass and greater penetration depth.

Scratch tests carried out on the half modified glassy carbon samples did
not define a Moh hardness value since the irradiated areas, 1011 N cm-2 at
50 keV, resisted all grits including BC (4-10 pm) and diamond (1-6 pm).
Although the thin Ion modified area could be gouged through by an occasional
large grain, numerous scratches were produced on the untreated area which
stopped completely at the boundary with the modified zone as shown in
Fig. 3 for BC and diamond.

FIGURE 3. Photomicrographs showing the resistance of modified glassy carbon
to BC (a) and diamond (b) abrasion.
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The ion channelling data measured with Irradiated and unirradlated HOPG
samples are shown In Fig. 4. Good channelling is obtained with the unirra-
diated sample normal to the basal plane. However, even at the lowest dose
of 50 keV N+, 2 x 1014 ions cm-', loss of channelling is observed indicating
that atomic rearrangement has taken place and highlighting the sensitivity
of the technique for graphitic materials. With increasing dose the depth of
channelling loss reaches a saturation value of -200 nm at a dose of
-2 x 101" N+ cm-2. SEM micrographs of the surfaces of irradiated samples
are presented in Fig. 5 which reveal the topographical outcome of the
displacement damage created at the surface. Fine cracks are present at the
lowest doses, which widen and develop into delaminating layers for doses
>5 x 1015 N+ cm-2. Optical interferometry of the medium dose sample indica-
tes that the step height across the crack boundary is about 200 ± 50 nm and
is the likely thickness of the delaminating layer. Examination of the high
dose samples at higher magnification reveals a banded pattern in the still
laminated surface areas representative of puckering. It is likely that the
cracking and delamination observed occur after implantation or a progressive
stepped topography would be observed.

160 1 1 1
* 2xl10'6 N HOGP

42x4 1 MeV He Beam
A 2xIO14 N [1~l;--
+++ [Random/FIGURE 4. RBS/channelling

120 C axis spectra for HOPG, unimplanted

+++++ and implanted with 50 keV N+
++ ++ + to doses of 2 x 1014 N+ and

A 0+
80 A A:A..+ + 2 x 10"' N4 cn-'. Loss Of

Aso - 046 -'i+ channelling and increasedI A A *A damage depth is observed with* increasing dose.
0

.U _ Channelled
40 • a ' unimplanted
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5. DISCUSSION
Wear resistance generally derives from hardness for a range of materials.

Toughness, a measure of the energy required for crack propagation, can also
be altered by structural modification and lead to enhanced wear resistance.
Owing to the thinness of the modified layers and the extraordinary elastic
recovery C>90%, (ref. 9)] of the substrate it is difficult to assess the
hardness of the irradiated carbons. Nevertheless, the observation that
scratches produced using diamond and BC powders stop at the boundary bet-
ween the unirradiated and irradiated zones (Fig. 3(a) and (b)3 is a clear
indication that the ion irradiated materials approach or exceed the hardness
of diamond.
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FIGURE 5. SEMs of HOPG with 50 keY N+ to 2 x 1014 (a), 1015 (b), and
2 x 1018 (c) ions cm-2. Banding is observed within the still laminated
regions of the high dose sample (d).

We have observed changes in reflectivity, compaction and wear resistance
as a function of ion dose with many graphite based materials and conclude
that a common structural modification is responsible. We, therefore, feel
that it is reasonable to apply data obtained with, for example, HOPG in the
interpretation of glassy carbon results.
Together with the earlier reported observation that the enhanced wear

resistance is encountered at the end of the ion track for 2 MeV He+
implants (5), our current data point clearly to an atom displacement mecha-
nism. This conclusion is significant since each incident ion can cause many
(> 100) atomic, i.e., carbon displacements, and explains the much lower dose
requirements for property changes in these materials compared with the
alloying mechanisms associated with Ion implantation-induced wear resistance
in metals. The significance of the atom displacement mechanism has also
been recognized in other covalently bonded ceramic materials (12). To
reflect the distinction between low dose displacement mechanisms and high
dose alloying, it is appropriate to use the term "ion irradiation" for the
former, reserving "ion implantation" for the latter.
The sensitivity of the graphite structure to irradiation is well described

by the effect of ion damage upon HOPG samples where atom disorder, leading
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to a loss of Ion channelling, and bulk disorder, leading to surface
upheaval, are clearly described in Figs. 4 and 5, respectively. This diso-
dering is also supported by changes in Raman spectra following irradition of
many graphite-based carbons (13) including glassy carbon samples prepared in
our laboratory (14). The loss of both ion channelling and the charac-
teristic grapite peak in the Raman spectra, is usually interpreted as
amorphization of the crystal structure within the modified region (15,16).
High resolution transmission electron microscopy (HRTEM) examination of
modified layers in other materials, e.g., Si (ref. 17) generally Indicates
the loss of crystal structure. In the case of irradiated glassy carbon this
does not appear to be the situation. The tangled, c-plane microstructure of
the unirradlated material, consistent with the polymer-derived turbostratic
arrangement proposed for glassy carbon (13), is observed even after irra-
diation with 2 x 1016 He+ cm- 2 (ref. 14). Venkatesan et al. (15) used ion
channelling to study annealing regrowth kinetics in damaged HOPG and
concluded that two damage regrowth regimes existed; (I) a low activation
energy regime (0.15 eV) where, although the layer structure was preserved,
atom disorder (- 0.05 dpa) had destroyed the channelling characteristics and
(ii) a higher activation energy regime (1.2 eV) following the substantial
disordering of the graphite layer structure at higher ion doses. These
energies correspond closely with those reported by Reynolds for annealing of
neutron damage in graphite (18). Reynolds attributed the higher damage
annealing energy to the mobilization of interstitial clusters in a damaged
but largely intact graphite structure. This type of damage would not be
easily observable by HRTEM due to the already tangled c-plane structure of
glassy carbon.

It is clear that Irradiation displacement damage is the controlling mecha-
nism in producing the improved mechanical properties. Figure 6 presents a
schematic summary of the outcome of the structural changes which we propose
to be responsible for the increased hardness and wear resistance. This
model Is based on both reported work with polymeric carbons (1,18) and our
own results. It is not ion specific, except in the sense that the damage
produced scales with incident species mass. We might therefore expect
neutron irradiation to provide a similar effect but are not aware of any
reports indicating that enhanced wear resistance follows neutron irradiation
of graphite. However, as summarized by Reynolds (18), there is a great deal
of information available In the literature dealing with damage effects and
physical property changes following neutron irradiation of graphite (single
and polycrystalline) in nuclear reactors. Much of this data is pertinent to
the present study. Interstitials formed as a result of atom displacements
are mobile, even at room temperature, and either recombine with immobile
vacancies or nucleate to form stable clusters which eventually become
visible as dislocation loops in TEM. The size and concentration of these
loops is strongly dependent upon irradiation temperature. Irradiation at
room temperature or below produces a dense mass of tiny clusters repre-
senting a significant retention of damage whereas higher temperatures
produce fewer and larger loops.

The accumulation of these dislocation loops causes dramatic changes In
many physical properties of graphite. Thermal expansion coefficients,
internal friction and elastic moduli change significantly, especially the
basal plane shear modulus. At the 0.5 dpa displacement level, corresponding
to the critical wear resistance dose of the current work, and equivalent
to a neutron dose of 1.3 x 1021 cm-2 , crystalline graphite swells by up to
30% in the c-axis direction while shrinking by up to 5% in the a-axis direc-
tion (18). The weak basal plane shear modulus increases by a factor of 20
(ref. 1). In polycrystalline graphite the response is more variable,



328

Typical strong
confluence

(a) Tangled structure proposed
for many (e.g. glassy
carbon) polymer-derived
graphitic carbons. Note
presence of pores (hence

L . low density) and likely
M., sources of mechanical

.weakness (1).

W kLa

Incident ions survivingdlm- Interstitial (b) Atomic displace-
displacement collision c axis r clusters ment damage in
vacancy (immobile) swelling graphite leading

%interstitial (mobile) to swelling,
shrinkage, and
long-range

" .- wrinkling.

Lrecombination i ,
(probable) \

a axis shrinkage
Interstitial cluster
(less probable)

a axisshrinkage (c) Net result of damage in
.tangled structure following

irradiation. Note, wrinkling
of planes and swelling to
close off voids.

swelling

FIGURE 6. Schematic representation of the effect of ion irradiation on the
tangled graphitic structure proposed for polymer-derived carbons.
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however, shrinkage (compaction) is common and a peak incrase in Young's

modulus of 2.5X has been reported (1).
These property changes are consistent with our studies in both HOPG and

glassy carbon. At high (wear-resistant) dose levels a-axis shrinkage of
:20% is observed, much higher than that reported for neutron irradiated
crystals. A correspondingly larger change in elastic moduli could be
expected and would result in the increased hardness and abrasive wear
resistance observed with obht HOPG and glassy carbon. It is also likely
that the generation of a complex set of expansions and contractions in the
polycrystalline glassy carbon, leading to the net compaction observed,
suppresses the crack generating potential of the 0.1 nm diam pores (19) and
layer mismatch regions in this material, leading to a harder and more wear
resistant material.

Loss of ion channelling in graphite following irradiation with 2 x 1014
N+ cm- 2 (0.05 dpa) is in excess of that expected and may be the result of a
"puckering" effect associated with defects. These defects, interstitials or
clusters, could generate lateral distortions extending many atom distances
from the defect source because of the weak Van der Waals forces linking the
graphite planes. This multiplying effect would explain the extra sen-
sitivity to ion channelling and the atomic scale wrinkling or puckering
would make sliding between planes less easy. The banding structure observed
int he SEM of the heavily irradiated HOPG [Fig. 5(d)] is the final outcome
of this lateral distortion.

This model, the outcome of which is described schematically in Fig. 6(c),
is consistent with the reported HRTEM, Raman and ion channelling data. The
swelling and tightening suggested accounts for the hardening (enhanced wear
resistance) and compaction observed with glassy carbon. However, this model
cannot entirely explain the extraordinary increase in resistance to abrasion
by BC and diamond which implies a hardness enhancement to values
approaching that of diamond. It must, therefore, be the result of some
atomic rearrangement leading to the formation of strong bonds between the
graphite planes. These bonds could be SP2, SP3, or the other strong bonds
proposed for carbon materials formed by ion beam deposition methods (2) and
are likely to form between neighboring out-of-plane atoms at ribbon edges
and/or interstitials. Direct evidence for this bond formation is not yet
available.
In summary, the increased hardness and wear resistance of graphitic-based

carbons following irradiation is most likely the result of three interacting
processes; crack suppression and hardening through compaction, puckering of
the c-plane making sliding less easy and the formation of new strong bonds
between the planes and at plane edges.
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CHEMICAL PROPERTIES OF ION IMPLANTED CERAMICS

G. K. WOLF

Physikaltsch-Chemlsches Institut, Universitat Heidelberg,
Im Neuenheimer Feld 500, 6900 Heidelberg, FRG

1. INTRODUCTION
It is a difficult task to define exactly what "chemical properties of ion

implanted ceramics" means. Firstly, it may mean: the chemical composition
of compound changes as a consequence of ion bombardment. Or it may mean:
the surface chemistry of implanted or ion beam modified compounds is dif-
ferent from the non-bombarded case. This change may be wanted or unwanted.
It is also a difficult task to define what the expression "ceramics"

means. Firstly, it may mean: ceramics are structural materials with high
temperature resistance defined by their function. Or secondly it may mean:
ceramics are compounds somewhere in the middle between metals, pure ionic
compounds and pure covalent compounds, mostly insulators (but not always)
and mostly thermally and chemically very stable (but not always). This
second definition includes many nitrides, carbides, borides, silicides of
transition metals, and even amorphous carbon and amorphous silicon.
If the author of this contribution would prefer the first definition of

"chemical properties" he would have to realize that the majority of all
other contributions already deal at least partly with chemical composition
changes, and he would come to the conclusion that there is not much left to
discuss in this paper. If he prefers the second definition, the situation
is a little better, but still he has to select special aspects of surface
chemistry not covered in other contributions. The same argument forces him
to use the second broader definition of the word "ceramics." The con-
sequence of these considerations is to split the paper into two parts:
9 A "mechanistic" part on particle/solid interactions where some older

ideas coming from "hot atom chemistry" are discussed with respect to their
potential for explaining chemical bombardment effects. This part is supple-
mented by examples for compound formation of bombarding particles with solid
targets.
* The main part on the use of ion beam techniques for the following appli-

cations: catalytic activity and corrosion and oxidation behavior of ion beam
processed ceramics (according to definition 2), and applications and perfor-
mance of ion beam produced ceramic coatings on metals.

2. CHEMICAL ASPECTS OF THE INTERACTION OF ENERGETIC PARTICLES WITH
INORGANIC SOLIDS

During the last years, most people working in the field of particle/solid
interactions realized that in addition to diffusion, thermal spikes,
ballistic processes, etc. chemical driving forces were necessary to explain
the final state of an ion bombarded compound. Typical examples for chemical
reactions are as far as the solid target is concerned:

--breaking and reforming of bonds;
g--change of oxidation state; and

--loss of loosely bound elements from the surface.
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As far as the bombarded particle is affected:
--stabilization in an unusual oxidation state;
--segregation and precipitation of new phases;
--synthesis of new compounds with the target.

While the chemical changes in the target are mostly taken account of, the
chemical states of the implant or of secondary knock-on atoms are still very
often ignored. To give a very simple example: the precipitation of gas
bubbles in compounds bombarded with rare gases, or of metal clusters in the
case of bombardment with noble metals can be easily understood on the basis
of physical models as well as chemical ones.
Not a very complicated example: energetic cobalt ions interacting with a

complex molecular solid like [Co(en) 2C12]NO which exists in two isomeric
forms "cis" and "trans" may be inserted as new central atom into the complex
(1,2). In case of little radiation damage they always prefer the original
configuration of the target, in case of more damage the chemically more
stable trans-form is preferentially formed independent on the target con-
figuration. No purely physical theory could ever explain this result
(Fig. 1).

CL.
1 c FIGURE 1. Configuration of the

C0 complex compounds cis -
and

Co 0 trans [Co(en)2Cl,] NO,.

CttC KLC

In the following, a few ideas are presented arising from the research field
of "hot atom chemistry". There the chemical state of energetic recoil atoms
from nuclear reactions is analyzed, using the fact that these recoils can be
distinguished from the target atoms because of their radioactivity. Surface
and concentration effects can be ignored because the recoils are formed
inside the target in rather low concentration. Apart from this there should
be no major difference between "hot atoms" and accelerated "hot ions." The
energy regime that the energetic particles are subjected to is shown in
Fig. 2. There are many different types of chemical reactions taking place
during the slowing down process of an atom or ion.

1. In the region Ekin > 100 eV mainly energy transfer processes to the
target atoms occur by electron excitation or elastic collisions.
Consequently, target atoms are ionized or excited and displaced, respec-
tively. This causes often braking of chemical bonds (coulomb explosion,
collision effects) followed by either restoration or fomation of new
compounds.
2. Atoms or ions with kinetic energy of 1 to 100 eV may interact them-

selves with target atoms: the energetic particles can be inserted in target
molecules either under destruction of bonds or undestructive. In addition
exchange reaction between target atoms and the slowed down atom may proceed
via excited states. This is the classical energy regime of "hot atom
chemistry."
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FIGURE 2. Energy regions passed during slowing down of an energetic ion.

3. Below 1 eV thermally activated secondary reactions set in. Fast ther-
mal rearrangement of metastable reaction products may occur as well as slow
rearrangement by diffusion of defects.
Looking at the many existing possibilities for reactions which exist in a

target consisting of complex molecules, one may realize the theoretical pre-
dictions of product yields are very difficult. Even applying pure statisti-
cal considerations in a collision cascade results in manifold products.
Luckily enough the number of these products is considerably reduced taking
into account chemical driving forces like concentration effects and espe-
cially bond stability. On the basis of the latter consideration some pre-
dictions are rather simple:
--Bombarding a rare earth fluoride with another rare earth ion will

result in the formation of REF., perhaps also some REF,.
--Bombarding a rare earth fluoride with gold or platinum will result
in no AuFx, but gold or platinum lusters.

Others are very difficult:
--Bombarding a rare earth fluoride with Ta (Nb,W) may result in the

formation of TaF2 ... TaFs. However, the yield of the different species
cannot be predicted.

In order to illustrate the situation further a few examples from "hot atom
chemistry results" will follow:
1. The introduction of energetic Co in a cobalt complex has already been

mentioned above (1,2).
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2. Transition metal recoil atoms which may form complex compounds of the
type AMX,, where A are alkali metals, M = Sn, Re, Os, and X halogens like
chlorine and bromine, are easily inserted in neighboring complexes (3,4).
When mixed crystals are used where the ratio of chlorine/bromine is
gradually changed one can test whether the product yield follows statisti-
cally the varying composition (hot zone model), or whether ballistic con-
siderations are of importance. In the latter case the mass of the atoms
must play a role (billiard ball model). It turns out that neither explana-
tion is in agreement with the results. The probability for the recoil atoms
of finding a suitable lattice side, and of breaking and forming bonds seems
to be the best way to understand the measurement. Figure 3 illustrates how
the reformation of the complex may take place.
3. Metal atoms or ions recoiling in compounds like K2Cr207 or KMnO, where

the metal has a high oxidation state may practically adopt any oxidation
state after slowing down. However, the experimental results show that pri-
marily low oxidation states are favored, Mn2+, Cr2+, Cr3+, Mn0 2 , etc. The
fraction of the recoils adopting the higher +6 and +7 states increases only
during annealing with time (5,6).

The following simple conclusions can be drawn now:
--The interaction of a recoil or implanted atom or ion after slowing down
with a compound target is not a pure statistical one.

--The interaction can also not be understood only on ballistic
considerations.

--Chemical considerations or driving forces like local concentration
gradients, heat of solution, strength or stability of bonds play a major
role.

--The more complex the target molecules, the more important are chemical
considerations.

--The slowed down recoil or implanted ion ends up initially as neutral or
singly charged ion. If chemically stable, it tends to adopt primarily a
low oxidation state. Thermal secondary reactions are responsible for the
final oxidation state.

--Predictions for product formation and yields can only be made for rather
simple systems, and only for those systems a precise control of the reac-
tion parameters is possible in order to obtain a distinct product.

In the next section a few examples for simple cases of ion beam syntheses
will be presented.
2.1. Compound formation
There are two major possibilities to synthesize compounds by ion beam

techniques. The first one is the implantation of energetic particles of
one component into a thin film of another one. The second one is the
simultaneous deposition of one component in atomic or molecular form, and
the other one in form of accelerated ions. In the first case one is very
flexible in the choice of the target compound, however, the concentration of
the implanted second component is limited in general by the sputter effect
to 50 at. %. By using ion beam assisted deposition techniques this limita-
tion is overcome and 1:1 compounds can be obtained in the surface region.
Therefore, this technique is very well suited for synthesizing compound
coatings as described later on. Figure 4 shows the vacuum chamber of an
apparatus for producing compound coatings by ion beam assisted evaporation.

The following examples are grouped in three categories; the first one
describes the interaction of metal atom with non-metal ions under compound
formation, the second one the interaction of semimetal atoms with non-metal
Ions and the last one of metal oxide with non-metal ions.
2.1.1. Non-metal ions interacting with metals. Implantation of boron in

iron causes at lower concentrations (up to 20 at. % B) the formation of

i
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amorphous iron alloys (7). We investigated with Mdssbauer spectroscopy the
results of higher implantation doses up to 6 x 101' B+/cm2 (ref. 8). Thin
iron films of 80 nm thickness were bombarded at room temperature with 30 keV
B+-ions. The target chamber could be transferred directly to the spectro-
meter without changing vacuum conditions or temperature. Figure 5 shows the
spectrum of the samples bombarded with 8 x 1016 to 6 x 101 7 B+/cm 2. In
addition to the iron signal the lines of two amorphous Fel.xBx and 30% of
the non-magnetic compound. Upon annealing they are transformed into the
crystalline form above 450 K. Figure 6 shows the change of the line width
and the average hyperfine field as function of temperature. Decreasing
width indicates high energy ions have to be used to produce burried layers.
The synthesis of Si0, is possible, for example, by bombarding silicon wafers
with 1.8 x 1018 O+/cm 2 of 200 keV at 500 0C (10). The RBS spectra in Fig. 8
show for condition (C) the formation of a 400-nm-thick layer with uniform
composition below a 300-nm-thick silicon surface film. Similar experiments
have been performed for the production of SiN,.
2.1.3. Non-metals (semi-metals) interacting with metal oxides (ceramics).

There are only very few cases where the chemical nature of implanted species
in ceramics has been studied in detail. Mostly only structural changes of
the implanted layers were investigated. An interesting example is the
recent work of Noda et al. (11) who implanted Si+ and N,4 ions into
sapphire. The implantation was done in sequence at 400 keV, the dose was
2 x 1017 Si+/cm 2 and 1,4 x 1017 N2+/cm 2. Upon annealing to 1673 K compound
formation could be detected by x-ray diffraction. When the bombardment was
done at 100 K the resulting reaction product was aluminum oxynitride.
However, room temperature implantation lead to the formation of a solid
solution of B-SiN, and alumina, called 6-sialon. Figure 9 shows a com-
parison of a part of the x-ray diffraction spectra taken at room tem-
perature, 1473 and 1673 K. The fact that the implantation temperature
controls the compound formation even though the same additional heat treat-
ment was given to the samples, is consistent with the experience one gained
from the old hot atom chemistry experiments. At low temperature the percen-
tage of radiation enhanced spontaneous reactions is very small, and the
implant remains a metastable (amorphous) solution. At room temperature
spontaneous reactions are possible and Si-N-bonds may be already preformed,
a situation well known from the formation of C-N-bonds during interaction of
energetic C-atoms with solid NH3 or NH4X (ref. 12).

3. CHEMICAL APPLICATIONS OF ION BEAM TREATED CERAMICS
Reactions taking place on the surface of a material involving the material

and the environment are usually chemical reactions. This may mean:
--two or more reaction partners react on the surface, and the surface
remains macroscopically unchanged. Such reactions one would call catalytic
reactions;
--the reaction takes place in a solid/liquid interface and parts of the
materials are consumed or transformed in another compound. This one would
call corrosion;
--the reaction proceeds in a solid/gas interface and parts of the materials
are consumed or transformed. In this case oxidation is the proper
expression.

Following this distinction the section is subdivided in (1) catalytic
reactions, (2) corrosion, and (3) oxidation. In all three cases different
types of ion beam modified surfaces or thin films will be discussed:
--ceramic substrates modified by ion implantation and ion beam mixing.
--metal substrates transformed in the near surface region by ion beam
techniques into ceramics or comparable compounds,
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--metal substrates with ceramics or comparable coatings.
3.1. Catalytic reactions on ion beam modified surfaces.

Why nearly nobody works in the field of catalysis is one of the great
mysteries of the ion beam community. Beyond the question of practical
applicability, ion beams are ideally suited for investigating catalytic
reactions. Any element can be introduced in any substrate surface. Hence,
chemical metal/substrate interactions may be studied in whatever extent. In
addition any combination of two or three different elements cdn be implanted
simultaneously in a great variety of substrates. This type of ternary com-
pound is nearly not accessible by conventional doping methods. Also the
distribution of the implant in the substrate may be quite different. If one
starts with a low to medium dose bombardment at or below room temperature
one will usually obtain single atoms distributed in the substrate, a system
with strong catalyst/substrate interaction. High dose implantation or sub-
sequent heat treatment induces precipitation of clusters or phases the size
of which can be controlled to a certain extent. In some cases strong
heating forces the implant to diffuse to the surface. The result is a
situation comparable to a substrate with an evaporated surface layer. One
may also start with the latter situation and distribute the surface layer by
ion beam mixing in the substrate. In cases where the active element is not
soluble the chance to end up with single dispersed atoms or small clusters
is very low, however medium sized clusters may be obtained in that way.
Unfortunately, there are no recently published results on ion implantation
in ceramics for catalytic purposes. The old data of Matzke et al. (13,14) -
platinum implantation in MgO and A1203 - illustrate the above mentioned con-
siderations on the reaction sequence: Implantation, reordering, clustering
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and precipitation upon heating, diffusion to the surface at high tem-
perature. The measured catalytic activity exactly reflected the structural
changes obtained.
A more recent example is not concerned with a pure ceramic substrate, but

with the metal carbide WC. Platinum was implanted with different dose
values and energy of 100 keV in thin films of WC. The activity of the
resulting catalyst was monitored by the electrochemical hydrogen production
reaction from acidic solutions. Figure 10 shows the results. The activity
is dependent on the electrochemical potential applied and on the dose which
is proportional to the surface concentration. However, beyond this simple
correlation one realizes that the implanted catalyst is considerably more
active than smooth platinum with 100% Pt on the surface. In Fig. 10 the
data point for smooth Pt is marked with an asterisk. By means of Auger sur-
face analysis it could be shown that in no implanted case the Pt surface
concentration was above 30 at. %. The only way to understand the higher
activity as against 100% smooth platinum is to postulate small Pt-clusters
because of electronic interaction with the substrate to be more active than
a bare metal surface. Such behavior, namely a dependency of the activity
on the size of metal particles, is well known from many studies on heteroge-
neous gas phase catalysis. It is interesting to note (Fig. 11) that samples
made by ion beam mixing of an evaporated Pt-layer on WC with rare gas atoms
did not show this extraordinary high activity. With increasing dose the
activity decreased considerably.
3.2. Corrosion of ion beam modified surfaces
In this subsection, I would like to start with the aqueous corrosion beha-

vior of modified metals and move slowly towards the leaching of modified
ceramics.
3.2.1. Corrosion inhibition by ion beam tailored interface compounds. It

is well known that a number of "refractory" iron compound as borides,
silicides or phosphides and phosphates have protective power against corro-
sion in aqueous solutions. Several workers have studied in the past the
behavior of iron and steel after boron or phosphorous implantation (17,18).
they found positive effects, but the long-term protection was not satisfac-
tory because the amorphous alloy formed was very shallow and the boron or
phosphorous concentration not very high. Therefore, we tried ion beam
mixing and ion beam assisted deposition in order to obtain high boron con-
centrations in the interface region (19). The iron and steel samples were
coated with electron beam evaporated boron under continuous bombardment with
6 keV argon ions. The result is an 80 and 100 nm, respectively, thic:, boron
coating with a slightly intermixed iron/boron interface (Fig. 12).
Because the boron concentration changes gradually it is not possible to

exactly predict the composition of the interface. However from the
Mdssbauer measurements mentioned already in section two, one may guess that
in the iron-rich part of the interface an amorphous solid solution and/or an
amorphous Fe2B phase have been formed. In the boron-rich part in addition
FeB could be present. The corrosion behavior in buffered acetic acid is
shown in Fig. 13, and is consistent with this interpretation. The dissolu-
tion rate of iron determined by polarographic analysis is higher in the
beginning, slows down afterwards and increases again after 30 days. In the
beginning iron is corroding because of pin holes and defects in the boron
surface layer. Afterwards the hydrogen forming in the pin holes removes by
its pressure parts of the boron layer, and the pure boron-rich interface
alloy remains. The loss of boron from the surface either as element or more
probable as oxide can easily be seen with the naked eye. The interface
alloy is now very corrosion resistent, and only when it is consumed the
corrosion rate increases again. The ion energy and the ion/atom arrival
ratio have direct influence on the interface composition.
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344

Because of different coating parameters for the Fe/Si system a very broad
interface was obtained. Figure 14 shows the Auger depth profile of a
100-nm-thick Si coating evaporated under strong bombardment with 6 keV
Ar+-ions (20). Here the pure silicon layer disappeared completely and an
intermixed broad interface with gradually changing composition was
established. It seems again reasonable to expect regions containing an
amorphous solid solution and/or amorphous iron silicide phases. The corro-
sion behavior is comparable to boron (Fig. 15). In the beginning the
remaining surface iron corrodes fast, afterwards slow corrosion of the
"silicide" region, and after 20 days loss of the protective layer. The
figure contains also a comparison with the behavior of a pure evaporated Si
layer and of a Si layer bombarded subsequently with 5 x 1016 Ar+/cmz. Both
films do not present a good protection, because the iron substrate had a
high surface roughness. Under these conditions the Si-layer is removed
quickly by means of undercreeping of the corrosive solution. Only the uni-
form "silicide" layer obtained by the IBAD process is resistant enough.
Consequently, for a good long-term protection a very broad interface region
covered by a dense pin hole free pure boron or silicon overlayer would be
the best solution.
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FIGURE 14. Auger depth profile of 100 nm silicon evaporated under 6 keV
Ar+-bombardment on iron.
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3.2.2. Corrosion inhibition by "ceramic" coatings
Instead of forming a protective compound by implantation or ion beam

mixing in the subsurface region of a metal, one may synthesize a compound
coating on top of the metal. In addition to well known techniques like PVD,
sputtering or CVD reactive ion beam assisted deposition (RIBAD) is a useful
method. Even though coatings like CrN or TiN are not specially meant for
corrosion protection, but rather for wear protection, their corrosion beha-
vior gives some indication for the quality and porosity of the coating. In
our laboratory, a 300-nm-thic- TiN layer on iron was made by titanium eva-
poration under 10 keV nitrogen bombardment using an ion/atom arrival ratio
of 1:1. Figure 16 shows the evaluation of the reduction of the RBS titanium
signal because of nitrogen (21). This is a strong indication for the for-
mation of nearly stoichiometric TiN. The adhesion of these layers was
excellent as illustrated by the results of the pull-off test represented in
Fig. 17. Under similar conditions CrN-films of up to 3 pm thickness were
grown on steel substrates. Their high microhardness was already shown in
Fig. 7. These coatings have also very reasonable corrosion behavior.
Figure 18 summarizes the results of a long-term immersion test in artificial
sea water. Over a period of 50 days the percentage of the surface showing
visible corrosion products from the steel substrate is negligible. This

means that the 2 pm thick CrN-layer had very good adhesion and acted as pro-

tective cathode.
Figure 18 also contains results from carbon coatings on steel. These

coatings are not particularly suited to be treated under the heading corro-

sion, but because the nitrides are hard compounds it is interesting to

compare them with "hard carbon." The carbon coatings were obtained by
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evaporation of graphite under continuous argon ion bombardment. Under these
conditions one does not obtain graphite films, but amorphous hard carbon,
usually called a-C:H. The mixed microhardness of the system 360 nm carbon
on steel (EN 8) is shown in Fig. 19 (ref. 20). With decreasing load, one
obtains a steep increase for the coated sample as opposed to the untreated
one. Other arguments for the formation of a-C:H were the optical band gap
of 0.3 eV and the refractive index of 2.9, values typical of hard carbon
with low hydrogen content (24). Actually the H-concentration in the film
was measured by the 1H (1SN,ay) 1

2C-reaction to be about 2 at. %. On the
other hand, the corrosion measurement in Fig. 18 indicates that the 200 nm
film still contains a fair number of defects or pin holes. Nearly from the
beginning of immersion a rather large part of the surface is covered with
corrosion products from the substrate dissolution. In order to taylor uni-
versal coatings being hard, corrosion resistant and adherent one usually has
to have film thicknesses of at least 1 pm. Of all ion beam techniques only
ion beam assisted deposition (IBAD) meets these requirements.
3.2.3. Corrosion (leaching) of Ion beam modified ceramics. The influence

ion implantation or ion beam mixing processes may have on the leaching of
the surfaces of ceramics and comparable compounds are probably manifold.
The microstructure may be changed, the composition, the stress state and the
defect content. All these modifications should have some implications on
the interaction of the surface with solutions. Unfortunately, the knowledge
of this subject is very scarce, and only a few examples for measurements can
be presented in the following.

The corrosion of WC was measured in our laboratory as function of the
electrochemical potential (25) at the surface of a thin WC-film In
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FIGURE 19. Microhardness of 360 nm-C:H on top of a low alloys steel as a
function of applied load.

perchloric acid. The corrosion current density is plotted as function of
this potential in Fig. 20. The virgin WC-film does not corrode signifi-
cantly up to a potential of 600 mV/vs NHE (normal hydrogen electrode). If
the sample, however, is bombarded with 1016 Xe+-ions of 60 keV, one obtains
an oxidation peak between 400 and 500 mV. There are strong indications of
decomposition of the WC by ion bombardment into WC + W. Both compounds are
less corrosion resistant than WC, and therefore the oxidation under for-
mation of WOx and CO2 occurs at lower potentials. Similar observations of
increased corrosion have been made after nitrogen bombardment of Co-cemented
WC under open circuit conditions (26).

McHargue et al. (27) studied the etching rate of SiC with and without
implantation of 2 to 3 x 1010 Cr+-ions/cm 2 (200 keY). For polycrystalline
material as well as for single crystals the etching ratio
implanted/unimplanted in 50% KOH containing 50% K3Fe(CN), was between 2.4
and 4.1. The authors concluded that the main reason for the enhanced corro-
sion was the amorphization of the implanted SiC surface layer. Whether the
composition changes, the etched layer contained 1 to 2 mol % chromium,
contributed to the enhancement was not studied in detail. Even from these
few examples it is clear that one has to take a different leaching behavior
after ion bombardment into account. Ignoring this possibility could mean
that a positive effect of bombardment like increased fracture toughness or
reduced coefficient of friction might go at the expense of chemical stabi-
lity against aqueous solutions.
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FIGURE 20. Corrosion current density as a function of the electrochemical
potential for untreated and and Xe4-bombarded WC.

4. OXIDATION OF ION BEAM MODIFIED SURFACES
The same that is true for the leaching behavior of ion beam modified cera-

mics and comparable compounds is also true for high temperature oxidation:
there exist nearly no published results on this subject. This is even more
sorry because one can forecast many interesting applications for ceramics
the oxidation resistance of which is improved. Therefore in the first part
of this section results on high temperature oxidation of ion beam modified
metals will be discussed, because the surface compounds resulting from this
treatment have some similarities with ceramics as we have already seen.
4.1. Oxidation of ion beam modified metals
A specially inte-resting case is the high temperature oxidation of tita-

nium, because it is a construction material for air and space applications.
Galerie et al. (28,29) were able to show that a number of implanted elements
are able to reduce the high temperature oxidation in oxygen containing
gases. Figure 21 shows the gravimetric mass gain during oxidation as a
function of time. The strongest reduction of oxidation rate is caused by
Al-, B-, and P-implantation. These elements can form upon oxidation
ceramic-like or refractory compounds on the titanium surface. Another
interesting case is silicon or the resulting sulicides. It turned out that
an ion beam mixed Si-layer is much more efficient than Si-implantation
because of the rather low concentration of the latter in the surface film
(30). In Fig. 22 the mass gain of St-implanted Ti, ion beam mixed Si/TI and
untreated Ti is compared in the temperature region 600 to 8000C. Si-
implantation has only a small effect, while ion beam mixing causes a con-
siderable reduction of the oxidation rate. However, this is only true for
the temperature region up to 800 0C. Above 8000C the effect is reduced
again and around 8500C the reduction drops below a factor of 2.

(fle 2
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From these and many other studies, one can draw the following conclusions
which should be generally valid:
--Surface compounds generated by ion implantation or ion beam mixing may
reduce the oxidation rate and influence the oxidation mechanism.
--The effectiveness of a specific "compound" depends on the temperature
regime.
--Surface compounds can impede oxidation because they block the outward dif-
fusion paths for the metal atoms. In this case the protective layer slowly
migrates to the surface of the oxide scale and is then lost.
--Surface compounds can block also the inward diffusion for oxygen. In this
case the protective layer stays for longer time near the metal/scale inter-
face.
4.2. Oxidation of ion beam modified ceramics

The most interesting materials to be protected against high temperature
oxidation are the ones without oxygen like SiC, Si,N, or other carbides and
nitrides because their oxidation resistance in the high temperature region
is usually poor. The first example is Cr-implanted a-SiC (27). This work
was already mentioned in connection with the leaching of implanted ceramics.
The authors also studied the high temperature oxidation behavior at 1300 0C.
The samples implanted with 2 x 1010 Cr+/cm2 showed in the initial state of
oxidation a higher oxidation rate compared to the unimplanted case. These
data were interpreted primarily as consequence of the microstructure
changes. The unimplanted sample is crystalline, the implantation turns it
amorphous.
SiN, was investigated very carefully by Noda et al. (31). they attempted

to implant Si3N, containing up to 5% sinter additives like MgAl20 and

Y203 with high doses of Cr+-ions of 200 keV. The samples, bombarded with
I x 10i1 ions/cm 2 

- 5 1017 ions/cm 2 were oxidized in air at 1173 to 1473 K.
At 1273 K the surface region of the unimplanted sample is oxidized to Si0 2,
and cations like Y, Fe, Ca diffuse into the surface oxide. In the implanted
samples (5 x 1017 Cr+/cm 2 a part of the chromium atoms diffuses to the sur-
face and is oxidized. The oxidation of the other compounds and the cation
diffusion is suppressed. In Fig. 23 the Cr/O, Si/O, and Y/O ratios in the
surface region are plotted as function of the implantation dose.

AT 1473 K the situation changes. In the unimplanted sample one finds
again Si0 2 and the other cations. The surface is strongly enriched in Mg,
and XRD measurements proved the formation of enstatite (MgSiO) an yttrium
silicate (Y203 2 Si0,). In the implanted case the surface concentration of
Cr20, decreased considerably, probably because of oxidation and vaporization
of Cr0 3. In the implanted specimen no compound formation could be detected
below 1373 K because the implanted area was amorphous. AT 1473 the same
compounds were identified as in the unimplanted case in addition some indi-
cations for the presence of -MgCr 20 were detected. The presence of chro-
mium seems to suppress the formation of enstatite. This study shows that
Cr+-implantation protects SI3N, against oxidation below 1300 K. Above that
temperature because of a complicated chemistry Cr is in principle still pro-
tective; but gradually lost from the surface by evaporation.
Other than in the SiC case, it is not the microstructure but the chemistry

of the system that is responsible for the oxidation behavior.
In summary one may say that there are several possibilities for oxidation

protection:
--The most simple one is protection by the self-oxide formed at the begin-
ning of the oxidation process. It is an open question whether one can
influence the density and structure of this oxide by ion bombardment.
--A little more complicated is the formation of surface oxides with higher
oxidation resistance than the base metal. Here A1203 or ZrO2 are of
interest.
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--The most complex method is doping or coating with species influencing the
inward diffusion of oxygen or outward diffusion of metal ions, and forming
in a complicated way protective compounds with the substrate, respectively.

5. FUTURE TRENDS
The chemical interactions of implanted or ion beam mixed atoms with solid

compounds are usually complex and still not understood. Only in rather
simple cases a basic knowledge exists. Therefore, "ion bombardment che-
mistry" and "interface chemistry" are scientifically underdeveloped regions
needing more attention in the future.
Chemical applications of ion beam processed ceramics and comparable com-

pounds having to the authors knowledge high potential for the future are:
--Ceramics and other oxidation resistant compounds as carriers for catalyti-
cally active, dispersed metals. Especially the processing of powders is of
great interest.
--Ceramic coatings on metals. Under ambient conditions they should serve as
universal coatings with good adhesion, wear and corrosion resistance and
eventually low friction coefficient. Under high temperature conditions they
should be oxidation resistant.
--Sandwich coatings on metals. A combination of metal layers with ceramic
layers may provide the desired protection more easily than a one-phase
layer. Also combinations of conducting (metal) and isolating (ceramics)
films are of interest.
--Surface chemistry of ion beam modified ceramics. This today nearly not
existing field is the key to tailor-made ceramic surfaces. It involves oxi-
dation and corroslon as well as friction and oxidative wear. Besides ion
implantation ion beam mixing seems to be the most promising technique.
--For the processing of ceramic-fiber reinforced alloys ion beam assisted
coatings might be of future importance.
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EFFECTS OF ION BEAM PROCESSING ON OPTICAL PROPERTIES

P. D. TOWNSEND

Mathematical and Physical Sciences, University of Sussex,
Brighton, BN1 9QH, United Kingdom

1. INTRODUCTION
A major impetus for the development of optical and electro-optic signal

processing has come from the use of low loss optical fibers for signal com-
munication. Fiber fabrication is now sufficiently routine that in order to
make full use of the potential signal capacity there has been a major world-
wide effort to devise optical components which will generate light, modulate
it with electrical signals, couple it to the fibers and subsequently detect
and decode the signals. By analogy with electrical signal processing and
miniaturization techniques this field has variously been termed integrated
optics or photonics (e.g. 1,2,3). The consequent research and commercial
pressures have raised interest in many new optical materials, new routes to
the formation of modulators, solid state lasers, optical detectors and opto-
electronic, opto-acoustic and piezo-optic devices. For electronic cir-
cuitry, the fabrication methods used for component integration, such as the
formation of high purity planar devices in which impurities are introduced
in combination with lithographic methods, are well developed. Hence, these
same procedures have been incorporated into the optical component produc-
tion. Optical structures, which are written into a surface plane, are typi-
cally a few wavelengths in cross section. From the viewpoint of ion
implantation this Is interesting (4-7) as, at least for light ions, there
are many accelerators which can implant ions to this micron depth scale.
Commercial interest in ion beam technology can be further supported as many
of the new and novel materials are not readily modified by other routes.
Ion implantation initially gained acceptance in semiconductor technology
because the intrinsic value, per unit area, of the product is high and hence
there was less inhibition in considering a high cost technology. In addi-
tion there are benefits which accrue from the use of ion beams. If ion
implantation is to be equally successful with optical applications, then a
similar supportive argument will be helpful. By comparison with semiconduc-
tor applications, it will appear that for optical applications in insulators
the ion doses may be large. However, the processing with ion beams may
still be simpler, faster and economic, compared with alternative treatments.
It is appropriate to note that, at least at the research stage, novel
crystals are expensive, for example beta barium borate or KTP are as much as
40,000 lb/cc (In 1988), hence processing costs are not a primary concern
initially. Therefore it is advantageous to promote the case for ion implan-
tation at the present time, before there is any entrenched opposition from
proponents of other techniques, which have had a costly development phase.
Only a relatively small number of references are given here, but many more

are discussed in detail in references (4-7).
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2. ADVANTAGES AND DISADVANTAGES OF ION IMPLANTATION
The advantages of ion implantation in insulators and semiconductors are

persuasive, and a brief list of them is repeated here. Namely, the ion beam
can be accurately defined by masks, dose and depth profiles controlled by
selection of energy and deposited charge, there is relatively little lateral
beam spreading (e.g. compared with thermal diffusion), there are only minor
limits to the choice of dopant, more than one dopant profile can be intro-
duced into the target, chemical solubility is not initially important,
implants may be made into a substrate which is at a chosen temperature. In
practice this means that there is a high degree of reproducibility. The
process is very clean, even to the point of only introducing a single iso-
tope. For the optical applications of waveguide formation it has been
effective in nearly every system that has so far been attempted. Such wide
ranging applicability is particularly interesting for the rapid introduction
of new materials, and in many cases the implantation route may be the only
one which has been developed. The flexibility of the ion beam approach for
control of the depth profile of the property changes are familiar from the
semiconductor examples, and they are equally useful in optical technology.
For example, it is quite feasible to tailor the refractive index profile.
An extreme case is the formation of a double buried waveguide layer (8,9).
Finally, ion implantation across an interface can produce enhanced bonding
and is valuable for both metal/insulator and insulator/insulator interfaces.

Limitations are set for the maximum dopant concentration by sputtering of
the target. In practice this limiting level is typically measured in the
order of 101 7 ions/cm 2, and is higher than normally required for optical
applications. Alternative deposition methods must be employed if higher
concentrations or thick optical layers are required (10). Newer methods
have included a combination of implantation with conventional deposition
techniques.

An unavoidable consequence of all ion beam implantation is the displace-
ment of host atoms from lattice sites, and ionization of the lattice. When
such features are unwanted they are referred to as radiation damage, alter-
natively they may themselves provide the material modification that is
needed. For semiconductor applications the ionization and defect problems
are not trivial (e.g. 11). For example, if one implanted a 1-MeV boron ion
into GaAs then, not only is a single dopant ion introduced into the lat-
tice, but also there are some 200 carriers removed per implanted ion.
Similarly, during the implantation, there may be a comparable number of lat-
tice atoms displaced, but many of these will only be in metastable con-
figurations and so will promptly return from interstitial sites to the
vacancies created by their displacement. Controlled removal of the unwanted
ionization features, and lattice defects, is achieved by annealing.
Variations include furnace annealing or laser and electron beam pulses (12).
Each route has advantages for specific devices.

3. OPTICAL PROPERTIES
The other chapters in this volume will detail many of the damage and sput-

tering problems that are briefly sketched above, and so the remainder of
this chapter will be devoted to the specifically optical changes produced by
ion beam implantation. To offer a perspective of the changes which can be
induced, we may first catalogue optical properties which are currently being
exploited. The passive features include changes in refractive index,
birefringence, reflectivity, optical absorption, photoconductivity and lumi-
nescence. Dynamic properties include the use of the Pockels effect to
electrically modulate the refractive index, interactions of light with sur-
face acoustic waves, four wave mixing, hologram formation, and other
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non-linear effects such as frequency doubling (1,2,3,13). Light sources, in
the form of LEDs or lasers, must be fabricated in transparent material and
their confinement to selected regions can be conveniently made by the use of
ion beams.

4. EXAMPLES OF PASSIVE STRUCTURES
A primary step for many devices Is the definition of an optical wavegulde.

In principle all that is required is a region of high refractive index,
surrounded by material of lower index. If signals are to travel unat-
tenuated then both regions should be transparent to the wavelength used.
Figure 1 shows cross sections for a variety of structures in which this can
be achieved. The sketches of Fig. 1(a) and (b) simply rely on topographic
structures for the lateral confinement of the light. The ridge structure is
inherently more lossy than the trapezoidal one as there will be power
coupled from the base of the guide into the support material. In the sketch
of Fig. 1(a) only a single material is used, but for Fig. 1(b) the guiding
layer is formed by structuring an overlayer with a higher refractive index
than the substrate. Implantation, in conjunction with mask patterns, can be
used in the construction of both types. Using low energy heavy ions, ion
beam milling can sputter the patterns. Alternatively, radiation damage in
the layers can change the chemical stability of the insulators and hence
subsequent chemical etching will preferentially remove the bombaraed
material. The scale of the enhancement of chemical etching varies from a
factor of 3 for silica glass to up to 1000 times for garnets and LiNbO3
(e.g. 2,7).
In Figs. 1(c) and (d), the vertical confinement of the light is again made

by the use of an overlayer of higher refractive index than the substrate.
lateral confinement is then attempted by Ion implantation of the layer. Two
possibilities exist. Either the implant increases, or reduces, the index.
In either case implantation can be used to define a waveguide. In Fig. 1(c)
the index is assumed to be enhanced and so the implant is directly into the
region of the guide. By contrast, in Fig. 1(d) the material is reduced in
index, and so the implants are used to define the boundary regions.
Examples of materials which behave in the Fig. 1(c) type manner are silica,
and some silica-rich glasses. In these materials, damage causes compaction
of the glass and an increase in index of 1 or 2%. Index enhancement is not
found in all glass material, particularly If there is any associated move-
ment of the component Ions, for example in work with soda lime glasses index
decreases of several percent are quoted which correlate with loss of alkali
ions.
While the formation if optical coating layers is a well established

art (10) the layers so deposited are generally amorphous and, even if
crystal growth Is possible, the surface films may lack the perfection and
low loss found in bulk single crystals. A further problem for electro-optic
applications is that, even for single crystals, the material may not be
poled into a single domain. Consequently, the development of waveguides in
electro-optic crystals has commenced by starting with single crystals, and
introducing impurities into the surface to enhance the index. A par-
ticularly important material at this point is LiNbO. Here the doping is
made by in-diffusion of Ti or Ion exchange with protons for Li.
Historically, the Ti technology has become well established, despite a
number of serious deficiencies in terms of scattering and optical damage.
However in diffusion technology, to form waveguide patterns, there are some
inherent limitations in that diffusion through a mask will not only proceed
into the sample, but also laterally beneath the mask. There is also the
fact that peak TI concentrations will occur near the surfaces, and this
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FIGURE 1. Waveguide structures: (a,b) geometric with n2 = nj or n. > n1,
(c,d,e) overlayer or diffusion with changes fomed by implantation to form
index differences, and (f) an all-implant boundary layer of low index.

contributes to the scatter losses from the guide (14). However, an advan-
tage of Ti diffusion Is that it can extend several microns into the surface.
Ion implantation in LINbO, reduces the refractive index by as much as 7%, in
the region of nuclear collision damage. Therefore, one may combine advan-
tages from both technologies by first forming a TI diffused planar layer of
enhanced index, and then using a mask pattern, to ion implant the boundary
regions which define a waveguide pattern, Fig. 1(e) (15,16). A less obvious
benefit of this route Is that the depth of the guide is determined by the
planar guide formation, but for lateral confinement the decrease in index
does not need to extend throughout the entire depth. In practice for a
monomode guide, of say I Ui scale, a low index notch extending only 10% into
the layer will force optical confinement. In ion implantation terms this is
valuable as it means that the guide can be patterned using an ion beam of
very modest energy (e.g. 200 keV He+).
A further example of combining the two technologies is provided by a study

of loss in Ti diffused LiNbO3 strip waveguides (17). In the diffused guide
the electric field of the lighc is concentrated near the surface, where
there is the greatest concentration of Ti. Unfortunately, Ti does not
simply enter into the LiNbO2 lattice. Instead, at high concentrations it
forms a range of Ti-Li-Nb-0 compounds which can cluster, or precipitate, and
hence produce surface scatter and power loss in the guide. In an attempt to
overcome this, ion implantation has been used into the upper layer of a Ti
diffused strip guide surface. By selecting the ion energy and dose, the
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index profile was smoothly lowered from the body of the guide to the surface
(i.e. the opposite of a normal TI guide profile). The resulting guide was
more closely symmetric in index profile and had losses which were only half
those seen prior to implantation. Overall, the measured loss was as low as
0.07 dB/cm.
In the final section of Fig. 1, diagram (f) shows how one could form the

entire waveguide pattern by ion implantation into a crystalline target. As
a first step, low mass high energy Ions are used to form a buried damage
layer, of low refractive Index. Lateral confinement is then made by
selecting lower energy ions in combination with a mask pattern. The
underlying principle for this will now be discussed.

5. DAMAGE FORMATION
Energy transfer between the incident ion and the target can conveniently

be described in terms of electronic excitation and nuclear collisions.
Figure 2 shows the standard idealized picture in which the nuclear collision
events only occur at the end of the ion range when the ion energy falls
below about 100 key for lighter ions. This situation is ideal for the pur-
poses of waveguide formation in crystals. For the more strongly bonded
systems of oxides, such as LiNbO2 , electronic excitation does not induce
defects. Hence, the only major damage ensues at the end of the ion range in
the region of nuclear collisions. There is a fall in refractive index
because the destruction of the lattice, towards an amorphous structure,
reduces the density of the material, and hence the index. Bond breakage
will also change the bond polarizability which in turn may further lower the
refractive index. Consequently, the conversion of a well-ordered crystal-
line structure into a highly disordered, or amorphous, damage layer can
cause a fall in index of several percent. Minor color center problems occur
within the region of electronic excitation but, as these are primarily the
result of charge redistribution, the general result Is that such color cen-
ters may be annealed at a much lower temperature than is needed to cause
recovery of the structural damage (7). This is the ideal situation for
waveguide construction as the guide is formed In a region of "perfect"
crystal and surrounded by a low index amorphous optical barrier. Because
crystallinity is preserved, all the desirable electro-optic features of the
guide material are retained.

6. WAVEGUIDE FORMATION IN QUARTZ
The ideal situation, in which nuclear damage produces amorphizatlon, and

electronic damage only produces color centers, is realized In the bombard-
ment of quartz. Here the crystalline material is destroyed and it converts
into amorphous silica. Figure 3 shows the refractive index profile of
quartz bombarded to different dose levels with MeV He+ ions. One must first
note that, in our method of displaying the refractive index data, it is
plotted as a decrease on the ordinate axis. This has the advantage that the
depth profile for the trapped light displays an optical well, and hence
intuition gained from experience with quantum mechanical wells for
electrons, is readily applied. At low ion dose levels, the refractive index
change occurs at the projected ion range and the width of the barrier is
given by the range straggling. The magnitude of the change is proportional
to the ion dose for low doses but saturates when the individual damage
cascade regions overlap. The rate of approach to saturation is simply
determined by the displacement energy for the system. In the case of
quartz, the refractive index falls from 1.54 to 1.48. This latter value Is
not the index of commercial silica (1.46), but corresponds to the value
found In Ion or electron bombarded silica. (Damaged silica is more compact
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FIGURE 3. An example of the
reduction in refractive index for
quartz as a function of ion dose,
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than the original material and therefore shows a higher refractive index).
Continued bombardment of the quartz increases the width of the damage layer
but does not change the saturation value. Once formed, this buried
amorphous layer is highly stable and in annealing studies of such guides
there is no obvious recovery to crystalline quartz below 12000C. Such sta-
bility is interesting as it means that any color centers formed In the
quartz are removed. Note also that although the quartz passes through two



361

phase transitions, at 573 and 8500C, this does not induce a regrowth of the
amorphized layer. Overall, these properties allow one to form low loss
quartz waveguides (18,19). Variations on this basic approach are to use a
range of ion energies, and dose, to control the width, and height of the
barrier. An excellent demonstration of how one may tailor the index profile
in quartz waveguides is given by Fig. 4 in which a pair of guides have been
constructed at different depths from the surface (8,9). In this particular
example, the central barrier was deliberately chosen to allow coupling bet-
ween the two guides. To emphasize the coupling between the wells, the
measured mode spacings of the composite well are shown as solid lines, and
for comparison the dotted lines are used to indicate where one would expect
modes in the individual wells.

1 .4i

FIGURE 4. By control of ion
energy and dose, a double-well
structure may be formed in
quartz. The solid lines show
the measured wavegulde modes for
waveguide modes for the double
guide and the dashed lines
those measured for separate
guides.
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-

1.55

DAMAGE DEPTH (MJCRONS)

7. WAVEGUIDES IN SILICA
By contrast with the crystalline version of Si0 2 , implants in amorphous

silica cause compaction and index enhancement. Subtle electronic routes to
defect formation exist in many insulators and silica shows such effects, so

that both the nuclear collision damage and electronic excitation, lead to
atomic displacements. In silica glass this results in a relaxation of the

glass network, and compaction. However, the efficiency of electronic energy
transfer from the ion beam, to create defects, is lower by a factor of about
103, than for nuclear collision processes. Because both types of excitation

are effective in displacing lattice atoms, the combined effects of electro-

nic and nuclear collision damage are not simply additive. Indeed, if

electronic excitation occurs in previously collision damaged material, there

can be some defect annealing or dissociation of larger defect complexes.
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Similar effects occur in many other oxides, such as MgO, AlO,, or LiNbO3,
but are rarely as easily resolved.
In the case of silica, there has been some interest in changing the

refractive index by impurity doping. To some extent this is less interest-
ing from an economic viewpoint as for each incident ion one forms some 200
displacements, so the total implant dose needed to form a waveguide can be
quite modest. For silica ion doses of only 5 x 1015, with He, achieve a
1 or 2% index change. However, this is an upper limit and although relati-
vely stable, to say 3000C, the guides may show some loss or scatter from the
defect structures. Changing the index by polarizability modifications
caused by impurities could, in principle, allow larger index changes and
greater thermal stability. A successful example of this approach was to use
nitrogen implantation, as at high concentration, this forms a silicon oxy-
nitride. This has a higher refractive index than silica. Guides so formed,
and annealed at 4500C, cease to show losses from intrinsic silica defects
but retain the index enhancement of the nitrogen dopant. Consequently, such
guides are of very low loss (20,21).
The ultimate limit of impurity doping is to form new compounds and this

possibility has been exploited to vary the refractive index throughout the
range from Si to Si02 . The intermediate cases have been reached from either
end of the range by Si or 0 implantation (4,22).

8. ELECTRONIC EFFECTS IN OTHER MATERIALS
Electronic excitation is the dominant process for energy deposition when

bombarding with high energy light ions. Therefore, even if electronically
induced effects are of low efficiency, they are likely to be apparent,
either by the production of damage, or by synergistic effects In which they
modify defect structures formed by nuclear collision damage. Quite spec-
tacular effects are reported for LiNbO., though they are absent in the iso-
morphous LiTaO3. Figure 5 contrasts the refractive index profiles obtained
by He+ implants into these two materials (23). The materials have an
approximately rhombohedral unit cell and therefore show rather different
indices for no and ne, the ordinary and extraordinary indices. In each
case, the maximum damage occurs at the projected ion range and the destruc-
tion of lattice perfection causes a decrease in index, by up to some 5%.
However, for LiNbO, the no damage extends up to the surface of the crystal
and, in the electronic stopping region, ne is enhanced. Simple electron
irradiation of LiNbO, does not produce these index changes. Consequently,
one must be viewing changes which are only triggered by the production of
the defects by nuclear collisions. Electronically driven migration, or lat-
tice relaxation, then occurs while these defects exist in the lattice. In
the niobate, It is not a trivial problem to separate structural relaxations
from effects of radiation enhanced diffusion. Indeed in attempts to do so,
using Raman spectroscopy or x-ray analysis, no differences have yet been
detected between the original bulk material and the electronic stopping
region, even though there are major changes in index. The contrast between
the niobate and tantalate is interesting as this behaves very much like
quartz, in which electronic effects were absent. A possible source of the
difficulty may be that the niobate is not grown as a perfect stoichiometric
material, which implies that an intrinsic defect concentration may facili-
tate radiation-enhanced diffusion of atoms which are displaced by the
nuclear collisions. Attempts to form guides in the so-called stoichiometric
niobate, as well as the normal congruent melt material, gave similar index
profiles. However, since defect concentrations may be important on the
scale of parts per million, this is not a conclusive experiment. The view
that electronically induced effects become of greater importance in
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tate radiation-enhanced diffusion of atoms which are displaced by the
nuclear collisions. Attempts to form guides in the so-called stoichiometric
niobate, as well as the normal congruent melt material, gave similar index
profiles. However, since defect concentrations may be important on the
scale of parts per million, this is not a conclusive experiment. The view
that electronically induced effects become of greater importance in
imperfect materials is In accord with the observations of complex damage
generation in the silica glass, in which electronic and nuclear processes
strongly interact.
An even more pronounced example of index enhancement in the region of

electronic excitation is provided in BiGe, 201 , Fig. 6 (24). In this
example, the material forms excellent waveguides with light tightly confined
in the optical well. However, the shape of the well does not reflect the
rate of electronic energy deposition, but instead shows a pronounced maximum
index increase near the computed projected range of the ions. The enhan-
cement extends several microns, up to the surface, but no significantly to
depths beyond the ion range. Annealing of the material reveals that the
stability of the changes is different for the electronically generated and
collision generated damage. (A similar effect is reported in silica.) In
the case of BGO there is a gradual loss of the well on heating towards
400°C. Between 400 and 4500C the well suddenly disappears, and instead of a
well, a very clear damage peak emerges. This index minimum is positioned
closer to the surface than the Rp of the ions. An initial interpretation is
that ions displaced by the nuclear collisions are moved by electronically
driven radiation-enhanced diffusion. These rearrangements alter the index
most noticeably in the region adjacent to the damage, but some transport is
possible even up to the surface. In index terms, these ionic shifts totally
swamp the index decrease, caused by atomic defects. On annealing, ionic
movement towards the original defect forming region, leaves only the damage
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contribution. It should be noted that at present the quality of BGO
crystals is less than perfect. This was apparent by the presence of minor
variations in the waveguide profiles formed in different crystals.
Although the preceding examples have concentrated on the narrow problem of

optical waveguide formation in insulators by ion beam bombardment, several
more general problems of ion beam processing have emerged. These include
several trends, such as: (a) energy deposited by nuclear collisions during
bombardment of crystalline insulators results in a lower density, lower
index, disordered (or amorphous) material; (b) electronic energy deposition
generally forms some color centers, which are removable by heat treatment,
without leading to structural recovery of the disordered zone; and (c)
additions of impurity ions produce changes In index which, at sufficiently
high dose levels, may exceed the damage effects.

9. LOSS AND OPTICAL DAMAGE IN OPTICAL WAVEGUIDES
Loss in optical waveguides may occur from several processes such as opti-

cal absorption, scattering from inclusions or refractive index inhomoge-
neitles, surface scattering or evanescent wave tunnelling through boundary
layers. The latter effect may take on extra importance if there is mode
conversion or polarization conversion. Simple thermal annealing will remove
many of the color centers but will not reduce other losses. Optical absorp-
tion may of course be an objective of the implant and it is used to produce
selective photoconductive or luminescence centers.
In some instances, heat treatments may exacerbate the lossti, for example

in materials with excess metal ions the thermal energy will lead to growth
of colloidal precipitates. Recent examples of absorption band features
noted for silver implants In A10 2 and LiNbO. are particularly Interesting
in that they show that colloidal band growth is highly dependent on the
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crystal plane which is being implanted, Fig. 7 (25). A simple explanation
may be that during implantation there is radiation-enhanced diffusion which
transports the silver preferentially in one plane. If the implant direction
is parallel to this plane, then silver diffuses away from the implant
region. Conversely, if the diffusion is in the same plane as the implant
then there is no net loss of silver, hence the colloidal features appear.
In the examples quoted the absorption band strength can vary by a factor of
two for identical implant conditions in perpendicular crystal cuts.
Optical waveguide loss processes can be minimized by increasing the

barrier widths, but surface and inhomogeneity scattering are more difficult
to combat, particularly when using the diffusion or layer growth routes to
guide formation. Ion implantation can be used to bury the guides, and as
mentioned earlier for a combined Ti diffused and implanted guide, this can
produce exceedingly low losses. Losses less than 1 dB/cm are normally
acceptable for optoelectronic devices as they are relatively small (i.e. one
does not need the low losses that are seen for communication type optical
fibers).
At high optical power levels, mrc;: ;:.w features of optical damage and non-

linearity can occur. High power in 4;os context may be a milliwatt. It
must be noted that a 1-mW laser beam, when confined within a waveguide of
1 p dimensions, corresponds to power levels of 10S w/cm 2. "Optical damage"
appears as a change in refractive index, additional light scattering, and
loss of transmitted power. Such features are undesirable unless they are
used in a more controlled version to record image information. In this
case, they are termed photorefractive effects and have the virtue of pro-
viding holographic stores.
In non-linear applications, high power densities are required and hence

the optical damage properties of the guides must be avoided. Once again
using LiNbO 3 as a reference, one can contrast guides formed in Ti diffused
niobate, which show a very low damage threshold, with ion implanted guides
formed in pure material. In the latter case the damage threshold is some
100 times greater (26,27). Proton exchange guides show comparable high
power handling capability. Therefore in the case of Ti doped material, the
problem may arise from the precipitation of impurity phases, which have been
identified by compositional analysis.
Solid state lasers in insulators generally operate by stimulating optical

transitions at defect sites (28). If the defects are intrinsic in character
then they may be introduced by Ion beams with quite modest Ion doses.
However if the transition occurs at an impurity site, the the implantation
methods have some drawbacks. For example, there will be a need for high
concentrations of dopant, low loss, and controlled depth profiles. If the
impurity is of high mass (e.g. Nd) then commercially available implant
energies will be insufficient to introduce the impurities to waveguide
depths. Post implant heat treatments are needed to diffuse the impurities,
restore lattice order and avoid clustering or defect scattering.
Nevertheless, the implantation route may still be desirable, particularly if
more than one impurity ion Is required.

10. FURTHER OPTICAL CHANGES
Control of the refractive index allows one to define optical interactions

into waveguide, rather than bulk, features. Inevitably, the ionization and
displacement damage associated with the implantation modified nearly all the
other optical properties as well. The loss of crystallinity will in general
degrade many of the interesting electro-optic and non-linear features. The
extent to which this occurs depends on both the residual damage in the
guide, and the extent to which the optical field extends into the boundary
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FIGURE 7. (a) Examples of colloid optical absorption bands farmed in
sapphire by Ag implants. Note that the same dose produces different
strength bands in the Y and Z cut crystals. (b) Similar behavior exists for
X,Y and Z cut LiNbO3. The crystal cuts show differences in annealing
behavior.
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layers. From the example of LINbO, the measured decrease in the electro-
optic coefficient is some 30 to 40%. At first sight this may seem quite
serious, however, the range of coefficients used in the material ranges
covers a factor of four. Doping methods frequently lead to the use of the
lower value but, by suitable selection of crystal axes, ion implanted guides
can be designed to utilize the highest values. Loss of bulk crystal perfor-
mance is not a relevant consideration if there are no alternative methods of
forming guide regions. Birefringence changes occur in anisotropic material
because, as noted above, no and ne indices are often modified differently.
For high beam doses one expects the material to approach an amorphous state,
in which case the birefringence will be removed. A measure of control in
the degree of birefringence is useful for applications of second harmonic
generation, or frequency mixing of two lasers. The index matching con-
ditions for the various frequencies are often difficult to control, either
by the choice of propagation axes or crystal temperature. For example in
some cases the crystal must be temperature stabilized to within hundredths
of a degree. A relaxation of this stringent control is therefore advan-
tageous. Other possibilities exist if one has mode conversion between the
pumping and second harmonic beams, or, as is conceivable by control of the
refractive index profile, the two guides effectively propagate in different,
but interacting, paths.

Diffraction of light by surface acoustic waves can be the basis of
spectrum analysis for radio frequency waves, for example in radar detection
systems. In such systems the light must be confined to a surface waveguide
which is crossed by the SAW. The diffraction efficiency of the structure
will depend on the material and the detailed optical and SAW design. A
demonstration of such a structure, using a quartz crystal and an Ion
implanted optical waveguide, as shown in Fig. 8, produced a diffraction
efficiency of nearly 30% (29). This matched the theoretical estimate for
the geometry used. A more interesting extension of implantation technology
for components of the spectrum analyzer is to consider how to generate planar
optical lenses for beam expansion and focussing. Early attempts, using con-
ventional technology of layer deposition or grinding of geodesic lenses,
were extremely difficult and costly (30). Geodesic lens production in a
brittle material such as LiNbO3 may cost some 6,000 lb/lens. Even more
problematic, is that the diamond tip grinding has a low success rate, and
two lenses are required per device. A more direct route in which the sur-
face remains planar Is therefore preferable. Ion implants, to change the
index, or provide a damaged pattern which can be easily etched into the
geodesic shape, offers an easier low-cost option.

11. LASER SOURCES
There is currently a major effort worldwide to produce visible lasers, and

tunable lasers, which are entirely made from solid state components. In the
ideal situation, the primary laser source would be a high power semiconduc-
tor laser; this in turn would be frequency doubled to give visible laser
light. For some applications, such as addressing compact discs, the devel-
opment of a modest power (mW) blue laser is the final objec'ive. However,
there are clearly advantages to obtaining high power visible laser sources as
these in turn can be used to drive further wavelength conversion stages.
Particularly tempting possibilities occur when the final stage relies on the
pumping of a broad band fluorescence system. In this case the presence of a
tunable cavity will allow pumping and laser emission at any frequency within
the envelope of the luminescence band. The current developments jf infrared
laser diodes which produce a watt or more of power means that such specula-
tions can now be turned into reality. In the first stage the second
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FIGURE 8. An rf spectrum analyzer using laser diffraction with a SAW.
L, and L. are lenses, PD is a photodetector array.

hamonic components were bulk crystals but there are obvious power density
advantages for the non-linear process of second harmonic generation if one
uses crystal waveguides. Indeed, the geometry of the laser diode source
favors coupling to a crystal waveguide laser. Successful accounts of diode
pumping to produce visible laser light from optical fibers and LiNbO3 wave-
guides have recently appeared. At this stage in the development of the com-
ponents of ion beams are already used in fabrication of the initial laser
diodes, as discussed below, and have been used to define low loss waveguide
pathways, in the key materials, which are the probable contenders for the
other elements of the total system.

12. SOLID STATE LASERS
Semiconductor laser diodes are variously made with a complex multilayer

heterostructure arrangement. The sketch of Fig. 9 indicates one such struc-
ture fabricated with n-AlGaAs, p-GaAs, p-A1GaAs layers. The planar deposi-
tion of the layers is straightforward but in order to define a laser stripe
a high resistive boundary region is required. Proton irradiation generates
a lower carrier density than the original semiconductor material and hence
produces the high resistivity. Equally important, there is a reduction in
the refractive index, hence the laser light is guided. In principle the n-
and p-type doping can be introduced into the layers by implantation but for
very narrow layer structures the doping may also be performed during molecu-
lar beam epitaxy. Progress in semiconductor laser diode design has lead to
low power quantum well structures, which operate at the limit of the visible
spectrum and, more interestingly for the present discussion, development of
high power lasers with output powers measured in watts. At this stage they
are still expensive but clearly this situation will change.
There are a multitude of laser transitions in inorganic materials, both

crystalline and amorphous. As mentioned earlier, the defect or impurity
states may be introduced by Ion beam Implantation but little work has yet
been attempted for systems in which lasing had not already been
demonstrated. An obvious advantage of the implant route may be the ability
to write distinct pathways of specific impurities across the same surface.
Hence, by addressing differently doped regions, with a pump laser, it would
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FIGURE 9. Proton isolation to define a laser stripe in a heterojunction.

be possible to generate a range of specific laser emissions from the same

sample. The more flexible route, using a cavity resonance for a wavelength
within a broad luminescence band, Is equally possible. Waveguide lasers in
which there is second harmonic generation have already been demonstrated.
Although none of these systems has yet been sufficiently optimized for com-
mercial applications it is clear that these products will appear, and there
is no reason why ion beam techniques should not be used in their manufac-
ture.

13. SUMMARY
In summary, we have shown that ion implantation is an acceptable way to

form many of the optical device components that are currently being con-
sidered. We have only discussed waveguide and laser-type applications but
it should be apparent that there are very many more possibilities of pro-
perty change resulting from ion implantation of insulators. From the liter-
ature of the optical waveguides it has already emerged that there are some
very positive advantages in using implantation, for example, high power cap-
acity waveguide structures can be defined In a very wide range of materials.
The large changes in refractive index are ideal for the design of modulators
and optical circuits, losses and so electro-optic, acousto-optic and piezo-
optic features may be exploited. Finally, and certainly not least, the

developing area of all-solid-state visible, or tunable, laser devices
appears to be Ideally poised for exploitation by ion beam technology.
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CHARACTERIZATION OF PLANAR OPTICAL WAVEGUIDES IN ION-IMPLANTED QUARTZ

L. ZHANG, P. J. CHANDLER, P. D. TOWNSEND, AND F. L. LAMA

Mathematical and Physical Sciences, University of Sussex,
Brighton, BN1 9QH, United Kingdom

1. INTRODUCTION
Optical waveguides may be fabricated in many transparent insulators by

means of ion implantation with energetic light ions (1-3). The usual mecha-
nism, with a few exceptions (4), is due to the radiation damage produced by
the ions, and not the presence of the implanted ions themselves. The energy
deposited at the end of the ion track where direct "nuclear" collisions
occur, is able to produce atomic displacements. In a crystalline matrix
this leads to partial amorphization resulting in a reduction in physical
density and hence refractive ind3x. Thus, a low-index buried layer is
formed which acts as an optical isolation "barrier" between the surface
guiding region and the substrate. Very little nuclear stopping energy is
deposited in the guiding region, and the electronic stopping which dominates
there is unable to produce displacement damage in most materials. Therefore
after a low temperature anneal (-2000C) to remove ionized states (color
centers), the result is usually a low-loss barrier-confined surface
waveguide.

This description is ideally demonstrated in the case of crystalline
quartz (2,5-7), where practically no index change occurs in the guiding
region and the sharp damage peak reaches a saturation height of An - -5% due
to amorphization, eventually producing a broad flat-topped barrier.

The purpose of the work reported here is a comprehensive characterization
of planar waveguides produced in quartz by He+ ion implantation. A detailed
analysis has been made of the refractive index profiles as a function of the
ion dose ind energy, and of the implant temperature. Their thermal stabi-
lity has been measured up to high temperatures, and the optimum implant con-
ditions have been ascertained for low attenuation due to tunnelling and
scattering losses.

2. REFRACTIVE INDEX PROFILES
Helium ions were implanted at 300 and 77 K into Y-cut quartz supplied by

The Rriiti Corporation, using energies from 0.7 to 2.2 MeV and doses from
5 x 1015 to 1.6 x 1017 ions'cm-2 . The beam had an area of -1 cm2 and a
current of -1 pA. In order to achieve a uniform dose the beam was scanned
over the Implant area (-0.5 cm2 ) and this was surrounded by an aluminum mask
to minimize surface charge and heating effects. The te.,perature rise was
estimated at less than 100C.

The dark mode positions were measured for these waveguides using X-
propagation at 0.6328 and 0.488 pm for both TM and TE polarizations, giving
the ordinary (no) and extraordinary (ne) indices, respectively. From these
experimental mode spacings, the complete refractive index profiles of the
planar waveguides were determined, including the shape of the confining
barrier. This was achieved by means of our recently developed technique (8)

371

CJ. McHargue e al. (eds.), Structure.Property Relationships in Surface.Modifted Ceramics, 371-378.
e 1989 by Kluwer Academic Publishers.



372

involving a calculation of the reflectivity at the coupling prism Interface
which thereby evaluates the positions of all the real and "substrate" dark
modes.

This is demonstrated in Fig. 1(a) which is a mode index plot at 0.488 Pm
showing the experimental dark modes (triangles) for a He+ implanted sample
of crystalline quartz. This shape is typical of an ion-implanted waveguide
with a flat-topped barrier. The first seven modes lie nearly on a straight
line - these are the real modes contained within the almost square well.
The higher (substrate) "modes" are produced by interference effects from
multiple reflectivity at both barrier edges, and so they lie on an intricate
curve. The computer reflectivity analysis is able to find, by means of a
least-squares optimization routine, a barrier shape which has theoretical
modes (dotted curve) corresponding to these experimental values (triangles).
This selected profile together with mode levels, is shown in Fig. 1(b). The
analytic shape used here is a flat-topped barrier with two half-Gaussianedges and a flat base level in the guiding region. Such a model is about to
reproduce the experimental dark mode positions to considerable accuracy
(An r ±0.0002). It must be realized that the shape of the barrier top and

far edge is entirely determined by the unusual upper (substrate) mode
spacing, which our method is able to faithfully model. This fit could
obviously not be achieved by less rigorous approximations such as the WKB
method.

The growth of damage in quartz was investigated by implanting samples to
different doses, from 5 x 1015 to 1.2 x 1017 ions-cM - 2 . Figure 2 shows a
set of these waveguide profiles for ne measured at 0.488 pm. For low doses
the barrier is a narrow skewed Gaussian (a, - 0.2 : 02 - 0.1 pm) roughly
corresponding in position to the peak in nuclear stopping power for the
ions, but somewhat narrower. The lack of damage in the earlier part of the
ion track suggests that the point defects produced there are annealed out,
possibly by the prevailing ionization energy. At doses above -1 x 10",
ions-cm- 2 the barrier reaches a saturation height (An - -51 and becomes
flat-topped, once a stable quasi-amorphous region has been produced. For
higher doses, the barrier width increases as might be expected from a
saturating Gaussian, but at very high doses (>1017 ions'cM -2 ) the width is
seen to increase faster than would be produced by linear damage rate, espe-
cially on the incident edge. This can be explained by a mechanism involving
defect diffusion and association which is enhanced in the ionized pre-
damaged regions, thereby building up a stable defect network on the leading
edge of the barrier.

Once the barrier reaches a saturation height it becomes isotropic, as can
be seen from a comparison of no and ne profiles for the same sample.
Figure 3 shows practically identical profiles excepting that the saturated
region has become isotropic.
The damage mechanism is temperature dependent, both in its rate and in its

final degree. This is demonstrated in Fig. 4 where a comparison is made of
two profiles for identical implants at 77 and 300 K. The 77 K implant pro-
duces a broader barrier because the increased defect lifetime against self-
annealing encourages the formation of more stable complex defects. The
difference in barrier height simply implies that the degree of amorphization
attainable increases with temperature.

The depth of the refractive index barrier beneath the surface will depend
on the mechanism involved. For a chemical effect it should coincide with
the projected ion range and have a width determined by the range straggling.
For a purely damage-dependent mechanism it should be at a slightly shallower
position where the maximum in nuclear stopping power occurs. Any index
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FIGURE 1. (a) Mode index plot for quartz Implanted at 77 K with 1.5 MeV He+

to a dose of 3 x 1010 ions-cm- . The triangles show the experimental dark
mode positions and the dashed curve represents the theoretical modes
corresponding to the computer-fitted profile shown in (b).
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FIGURE 2. Computed waveguide profiles measured at 0.488 pm for quartz
samples implanted at 77 K with He+ of energy 2.2 MeV and doses 0.5, 1, 2,
4, 6, 8, 12 x 1017 ions'cm

- 2 .
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change due to stress will be superposed on this, and will effect the profile
shape nearer to the surface. The profiles in Fig. 5(a) are for separate
samples implanted with the same dose (2 x 1016 ions-cm-2 ) but erergies from
0.7 to 2.2 MeV. The peak positions are shown in Fig. 5(b) where the points
represent the experimental barrier peaks, and the dashed curve shows the He+
ion range as given in tables published by Arnold and Mazzoldi (3). The
damage peak occurs at -90% of the quoted ion range, and follows the non-
linear range/energy function governed by the electronic stopping-power
variation with energy. This suggests that the index change is predominantly
a nuclear damage phenomenon.

3. THERMAL STABILITY
Useful waveguides need to have long-term stability at ambient tem-

peratures. Furthermore, in the case of Ion implanted guides the barrier
must be able to withstand the annealing cycle required for the removal of
color center absorption in the guiding region.
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FIGURE 5. (a) Variation of barrier position for doses of 2 x 10",
ions'CM- 2 and energies from 0.7 to 2.2 MeV in 0.25 MeV steps. (b) The
circles give the experimental barrier centers and the curve shows the He+

ion range as given in tables (3).

Tests were carried out on various implanted samples by isochronally
annealing them in 1000C stages for 60 min up to 11000C. The resulting pro-
file changes are summarized in Fig. 6. Low dose barriers, e.g. 5 x 1015
ions CM- 2 [curve (a)] recover towards the substrate index of crystalline
quartz. Higher barriers with doses above -1 x 1010 ions- cm- 2 [curve (b)] do
not recover their crystallinity, but become more amorphous and tend towards
fused silica (horizontal line at n = 1.46). Curve (c) shows the annealing
of a sample with a high dose of 3 x 1016 ions-cm-2. As expected, the top of
the damage peak increases in height, but the bottom (low damage) recovers,
thus producing a more vertical barrier. The annealing curves of the two
regions are shown in Fig. 6(d) in terms of percentage index change. The
bottom curve plots the low damaged region in the barrier tail recovering
towards crystalline quartz, and the upper curve shows the quasi-amorphous
region at the peak of the barrier moving towards fused silica.

4. ATTENUATION
The results presented above for the refractive index profiles suggest that

quartz should be a good host for low-loss ion-implanted waveguides. The
existence of a broad square barrier should reduce tunnelling losses, and the
barrier's stability at high temperature means that it will survive during
the thermal annealing of point defects and color centers in the guiding
region, thus producing low scatter and absorption losses. The only
remaining attenuation should be due to surface scattering.
In order to perform loss measurements, planar waveguides were fabricated

with 1.5 MeY He+ using 30 mm long Y-cut crystals at doses from 1 to
6 x 101, tons'cm-2 , giving barrier widths from 0.4 to 1.5 pm. These guides
exhibited from 2 to 4 guiding modes, and their losses were determined at
0.6328 pm with X-propagation for TE (ne) and TM (no) polarizations. A
method similar to the three prism technique was used, but replacing the
third prism by a direct end-spot monitor.
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FIGURE 6. Thermal annealing of barriers with (a) low dose (5 x 101,
ions- cm-2), (b) medium dose (1 x 1011 ions CM- 2 , (c) high dose (3 x 1016
ions- cm- 2 , and (d) annealing curves for regions with low damage (bottom)
and high damage (top).

The as-implanted guides showed losses of -3 dB cm-* for the broad barriers
(doses 3 and 6 x 1016 ions-'cm - 2 ) but as high as 24 dB cm-* for the low dose
narrow barriers (see Table 1). This is attributed to significant tunnelling
for barriers with doses below -3 x 10ds (ons 1cm- 2 .

After tunnelling out the color centers in the guiding region, the loss
values were considerably improved, eventually reaching -1.5 dB cm- for the
broad ba rrier (dose 6 x 101 onscm-2) after a 600C anneal (sel de boi
and Fig. 7 plots 1-3). The sample with dose 3 x 1016 ions'CM - 2 however
achieved an even better loss (1.2 dB cm--) after a 600fC anneal (plot 4).
Thises because at the higher dose, losses due to scattering and absorption
are beginning to dominate those due to tunnelling.

An optimum ion-rmplanted waveguide thus requires a broad barrier (;l pm)
to minimize tunnelling, but a low ion dose in order to minimize scattering
and absorption. These conditions are not ideally achieved with a single

energy implant, because a high proportion of the ion energy is wasted in
post-amorphization damage. The broad barrier is more efficiently produced

by a carefully selected multiple-energy implant. The top curve (5) in
Fig. 7 (loss 0.2 dB cm-*) is for the waveguide of Table 2. This uses four
energies (1.51 - 1.72 MeV) with a total dose of only 2 x 101 ions'cm- 2 to
produce a 1.45 barrier, equivalent to a sngle energy barrier needing a
dose of 6 x 10 ions CM- 2 .  Barriers produced by single and multiple energy
implants are compared in Fig. 8.
Tests are being performed at present to reduce this loss even further by

post-implant polishing to cut down surface scatter, and also by the use of
low energy implants (-0.1MeV 0+ ) to confine the guide away from the sur-
face. In the latter case an end-coupling insertion-loss method must be
appled to estimate the attenuation.
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TABLE 1. Loss in single-energy implanted samples
(He; 1.5 MeV; 300 K; 0.6328 pm)

Dose Barrier Before Anneal (dB/cm) Anneal After Anneal (dB/cm)
(x10' 6  Width ne (TE) n0 (TM) Temp n, (TE) no (TM)

ions/cm) (ttm) 0 1 2 - -1 (oC) 0 1 2 -0 1
0.2 0.30 14.3
1.0 0.55 4.9 9.9 3.9 . 1 -
3.0 1.05 3.6 3.9 3.2 3.9 600 1.2 1.7

6.0 1.45 3.2 4.7 6.3 3.2 4.9 300 2.6 2.7 2.6 3.2 3.4
400 2.1 3.9 3.3 2.8. 2.8

600 1.5 2.7 3.5 2.1 2.0

0. (5)

-0.5

FIGURE 7. Loss plots for annealed
(4) waveguldes. Samples (l)-(3) with

1. -, dose 6 x 1016 ions-cm-2 annealed for
+ 30 min at 3000C, 4000C, and 600 0C.

( 5 Sample (4) with dose 3 x 1016~ions-cm -2 after a 6000C anneal.
(2) Sample (5) is a multi-energy implant

-2.5 using four energies (1.51 - 1.72
MeV) with a total dose of only
2 x 1016 ions-cm -2 .

-2.5

0.21 0.41 0.61 0.81 1.01

DISTANCE 1+,)

TABLE 2. Loss In multi-energy implanted sample
(He; 1.51, 1.58, 1.65, 1.72 MeV; 300 K; 0.6328 pm)

Dose Barrier Before Anneal Anneal After Anneal
(x 1016 Width (dB/cm) Temperature (dB/cm)

ions/cm) (jim) n. (TE)1 n0 (TM) (0 C) n, (TE) n. (TM)
0.5 x 4 1.45 1.5 2.0 800 0.2 0.3
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5. CONCLUSION
Waveguides produced by ion implantation in crystalline quartz have been

shown to possess almost ideal properties. Index profiles may be produced
with broad square barriers having a confinement of An - -5% and with prac-
tically no damage in the guiding region, thereby retaining the properties of
the original crystal. The barriers are stable up to at least 1100 0C and in
fact after heat treatment they increase in height and become more square due
to the divergent annealing mechanisms for low and high damage regions, reco-
vering towards crystalline and fused quartz, respectively. Broad barriers
may be produced with low total dose by using multiple-energy implants, and
after suitable annealing these guides give losses of -0.2 dB cm-1.

One advantage of these highly stable square barriers is that two or more
of them may be superposed at different depths to produce overlaid waveguides
(7). These may be used as passive interconnects, or as precision coupling
devices. Work is at present under way to study the feasibility of this
technique in device applications.
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FABRICATION OF ELECTROOPTICAL WAVEGUIDES BY MEANS OF ION IMPLANTATION

T. BREMER

Universit~t Osnabrck, Fachberelch Physik,

Postfach 4469, D-4500 Osnabrck, FRG

1. INTRODUCTION
Due to the drastically increasing transmission rates in telecom-

munications, the capacities of electrical circuits and cable technology have
reached their limits. Modern long distance communication is performed via
monomode fibers which enable transmission rates of several GBits/s. The
creation, modulation and switching of light has to be performed in local
area networks. In the last twenty years an increasing effort has been spent
in research and development of optical data circuits, or integrated optical
circuits. Materials are required, which offer the possibility of external
manipulation of light via the electrooptic, acoustooptic or magnetooptic
effect.
Besides the GaAlAs systems, being especially important due to the possibi-

lity of stimulated light emission in semiconductor lasers, electrooptic
crystals exhibit a wide range of suitable characteristics. Among several
electrooptic materials, LiNbO, is the preferred because it offers suitable
electrooptic and acoustooptic constants, high chemical and mechanical
resistance, a high Curie temperature of 1210 0C, and large single domain
crystals are available at low cost (1). The basic element of integrated
optics is the optical wavegulde, i.e. a higher index layer embedded into an
environment of lower refractive index which allows the propagation of opti-
cal modes (2). Since the first demonstration of wavegulding in LiNbO, in
1972, various alternative methods for waveguide fabrication have been
published. The most widespread is Ti Indiffusion at typically 10000C
leading to an enhancement of both, the ordinary and the extraordinary
refractive indices (3). Excellent low-loss waveguides, as well as a mani-
fold of passive and active devices, have been fabricated and are now
becoming commercially available (4). Another method for waveguide fabrica-
tion is proton exchange in benzoic acid. Although this production method is
cheap and easy, it is not yet in widespread use because of long time insta-
bilities and because it only effects the extraordinary index.

This paper deals with the third important method, ion implantation.
Because of several reasons to be discussed later, there is a growing
interest in implantation during the last years. The state of the art is
summarized and a special focus is posed on recent results concerning implan-
tation in LINbO, and KNbO,.

2. REFRACTIVE INDEX PROFILES OF IMPLANTED WAVEGUIDES
The first results of ion Implantation in LiNbO3 were published in 1974

(5). With a 60 keV Ar+ beam and an ion dose of 10
1"/cm' an index decrease

of approximately 5% was observed in the damaged layer. By using higher ion
energies thus burying the damaged layer deeper in the substrate, wavegulding
could be achieved in the nearly unaffected layer between the surface and
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the ion deposition region a few years later (6). Detailed investigations
followed to evaluate the energy and dose dependence of ion implantation in
LiNbO3. Here we summarize the most important facts, for a more detailed
evaluation see the recent review by Townsend (7).
(1) The induced refractive index alterations do not depend on the ion

species.
(2) The change of physical properties depends on the ion dose and can be

divided into three regions:
(a) The predamage state, characterized by the creation of point defects

for a dose of D S 10"/cm 2.
(b) The heavy damage state, with overlapping defect clusters up to a

dose of D : 5 X 1O1*/cm2.

(c) The saturation stage for doses 0 ' 5 x 1015cm2 with a large volume
expansion of up to 11%.

The ion induced volume expansion can be measured directly with a surface
profilometer, or the resulting refractive index profiles can be eva-
luated. For this purpose, two alternative methods have been published:
measurements of the angular dependence of the reflectivity of the sample
surface (9), as well as mode spectroscopy in combination with a profile
reconstruction algorithm (10).

(3) The ion energy determines the penetration depth and thus the width of
the refractive index profile. This effect can either be measured by
channeling experiments (11) or by optical investigations (12).

In contract with the other methods, ion implantation offers the possibi-
lity of producing nearly any desired refractive index profile, because ion
dose and energy can be varied independently. Another important advantage is
the reproducibility, since the ion beam parameters can be determined with
high accuracy. Furthermore, ion implanted waveguides show no optical damage
effects (13), which degrade the quality of Ti diffused waveguides (14).
Recently, investigations have been published which demonstrate the produc-
tion of channel waveguldes by means of He+ implantation with propagation
losses comparable to diffused guides (15). It must, however, be state- chat
the possibilities of device fabrication have not yet been exploited In a
wider range.

3. NEW RESULTS OF OPTICAL INVESTIGATIONS
In order to increase the reliability of optical investigations, we deve-

loped a new algorithm for the reconstruction of monotonically decreasing
refractive index profiles (16). It is based on the inverse WKB procedure,
but several improvements allow the reconstruction of profiles with an error
less than 6n = I x 10-4 for at least two modes as input, for the
reconstruction, the behavior of the profile at the surface and in greater
depth is exactly taken into account. The waveguldes are measured with dark
or bright line spectroscopy, providing the mode spectra as input for the
refractive index profile reconstruction. All investigations were performed
with y-cut LiNbO waveguides, in which the waves propagated perpendicular to
the crystal axis. The polarization of the laser beam enabled a clear
distinction between TE J TM modes. In this geometry, TE modes are guided
by the extraordinary (ne), TM modes by the ordinary (no) refractive index
profile of the birefringent LiNbO 3 crystal. A detailed description of the
experimental procedure is given in ref. (17). The surface side flank of the
refractive index profiles is reconstructed with high accuracy. It is,
however, impossible to reconstruct the part beyond the minimum. The total
decrease of the refractive index depends on the highest order mode used as
input parameter for the reconstruction. As we shall see, the distinction
between guided and radiation modes number is not unambiguous for ion
implanted waveguides.
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We have fabricated several waveguldes by He+ implantation at room tem-
perature. The ion dose varied between 101 5/cm 2 and 101 /cm2 , the energy bet-
ween 1.2 and 3.17 MeV. In contrast with other methods, our measurements
give absolute information about the refractive index profiles, not only
changes. We have quantitatively evaluated the influence of ion energy and
dose on the surface refractive indices as well as on the profile widths.
Two sets of experiments have been performed with different doses and
energies. The dose dependence of the ordinary and extraordinary surface
refractive indices is shown in Fig. I for an energy of 3.17 MeV.
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FIGURE 1. Dose dependence of the surface refractive index alterations Sn(D)
of He+ implanted LiNbO3 waveguides for an energy of 3.17 MeV. The ordinary
index, represented by boxes, is lowered while the eytraordinary index
(crosses) is enhanced at the surface.

While the ordinary index is lowered at the surface, the extraordinary
index increases. The different sign of the extraordinary index alteration
at the surface is caused by the superposition of several effects: The
nuclear damage decreases both refractive indices in the region of lower ion
velocity near the end of the ion track. However, in the region of high ion
velocity near the surface, electronic collision effects and implantation
induced Li loss lead to an enhancement of the extraordinary refractive
index. The sum of all effects is measured by mode spectroscopy. In the
range between 10"5 and 1018/cm 2 the extraordinary surface refractive index
increases logarithmically with the ion dose. The ordinary index decrease in
linear up to 5 x 10' 6/cm2 , but the slope of Ln(D) increases faster for
higher doses.
The energy dependence of the ordinary refractive index profiles for a dose

of 5 x 101 /cm2 is shown in Fig. 2. higher energies result in a reduced
damage near the surface. Higher ion velocities mean shorter coulomb
interaction times per path length, and thus the electronic damage decreases
for higher energies. Furthermore, the flank of the nuclear damage distribu-
tion gives only small contributions to the total index change at the surface
when it is buried deeper in the sample. Quantitatively, the damage Is lower
at for example 3.17 MeV than expected from the Bethe-Bloch expression for



382

X
0'C

2.28S

U 2.27
a
L

L 2.28

L

*1 2.25

13E/MGV 1.2 20 3.7L

0
2 4 5

depth/pm

FIGURE 2. Ordinary refractive index profiles over ion energy (17). The
dose is 5 x 101/cm2 .

the electronic stopping power extrapolated from 1.2 MeV. Also the nuclear
stopping varies slowly in this range. We suggest a radiation induced
annealing (18-20).

Figure 3 demonstrates that the refractive index profile width depends
linearly on the ion energy.
Our data agree with the results of Faik et al. (12) but extend to higher

energies. Compared to the mean ion ranges calculated by Monte Carlo simula-
tions with the TRIM code (21), also shown in Fig. 3, the optically measured
widths are always about 15% lower. The explanation is rather simple: The
results of TRIM calculations correspond to the mean ion range, while the
refractive index profile widths are given by the surface edge of the nuclear
damage distribution.

3 4/
a / 7

0
L 27

2 37

1 2 3

Ion enmrgy/MeV

FIGURE 3. Refractive index profile width over ion energy for a dose of
5 x 101'/cm 2. Boxes refer to the ordinary, circles to the extraordinary
profiles. Crosses represent the mean path lengths resulting from TRIM
simulations.
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Figure 4 shows the ordinary refractive profiles induced by different ion
doses. Up to 5 x 1O''/cm2 the profile widths are independent from the ion
dose, but when the dose is increased further, the flank Is considerably
shifted to the surface. This saturation effect, also visible for the
extraordinary profiles, fits very well the results in ref. (8). However,
the influence on the refractive index distribution has been measured for the
first time. The saturation value also corresponds with the change In the
slope of the ordinary surface refractive index change given in Fig. 1. The
investigations of the energy and dose dependence allow the choice of implan-
tation parameters for the production of electrooptical waveguides with
moderate damage at the surface, i.e. low losses. We propose high energies
of at least 2 MeV and doses in the lower saturation stage, i.e. about
10 /cm2.
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FIGURE 4. Ordinary refractive index profiles for an energy of 3.17 MeV and
doses of 1, 2.3, 5, and 10 x 101 /cm2 (ref. 17).

4. REDUCTION OF LEAKAGE
A severe problem In Ion implanted electrooptical waveguldes is the tun-

neling of electromagnetic energy through the damage barrier, an effect which
Is caused by the finite thickness of the barrier itself. With increasing
mode number, i.e. decreasirg effective refractive index, there is a smooth
transition from guided via leaky to resonant modes. A large amount of the
electromagnetic energy of higher order modes can radiate into the substrate,
this fact becomes directly visible in the mode spectrum in Fig. 5. The
wavegulde was implanted with an energy of 3.15 MeV and a total dose of
101 /cm2 . The implantation was performed at an Impact angle of 100. The
lower order modes are well guides, i.e. the dark lines are sharp and the
reflected intensity decreases drastically when the resonance condition is
fulfilled. For higher order modes, the dark lines are broadened and the
amount of incoupled energy decreases considerably. Seven well guided modes
can be excited, followed by a transition range of about three radiation
modes until only weak resonances are stimulated.

In a recent paper, Weiss et al. proposed multiple energy implantations to
broaden the barrier (22). With this method the problem of leakage could be
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FIGURE 5. Dark line TM spectrum of a conventionally implanted He:LiNbO3
waveguide (23). The reflected intensity is plotted as a function of the
angle of incidence. Modes are characterized by the minima of the intensity.
The effective refractive index increases with increasing angle.

considerably reduced, but the alteration of the beam parameters is una-
voidable during the implantation. We followed a different strategy (23):
While all the beam parameters are held constant, the samples are tilted
stepwise, thus dividing the total ton dose Into several peaks which are
shifted towards the surface with increasing angle of incidence. The
penetration depth perpendicular to the surface depends on the cosine of the
angle of incidence with respect to the surface normal (24). A correction
for the ion dose has to be taken into account due to the fact that the
implanted area increases with the sine of the cited angle. Therefore, the
dose per time unit decreases. Taking these very simple corrections into
account, any desired profile shape can be made only by combining the angles
of incidence and the irradiation time per angle. We have implanted several
LiNbO. samaples with varying angle implantations of He+ . A typical result
is shown in Fig. 6. The sample was irradiated with an energy of 3.15 MeV
and a total dose of 5 x 1016/cmt increasing the impact angle from 7 to 370
in steps of 10. Thus, the penetration depth is decreased stepwise down to
80% of the starting value. Although these parameters are not optimized for
a flat bottom of the refractive index profile, the dark line spectrum exhi-
bits a drastically reduced leakage for higher order modes. The guide sup-
ports six guided modes, and the transition area is formed by only one
radiation made. Note that the lowest order mode occurs at a much lower
angle, i.e. at lower effective refractive index. This is due to the higher
dose which increases the damage (see Fig. 4).

5. WAVEGUIDES IN KNbO,
KNb03 offers very large Pockels coefficients and a pronounced nonlinear

electrooptic effect. Due to fast recording times and large photorefractive
effects, KNbO. is the most promsng material for storage applications in

electrooptlcs (25). However, so far several obstacles have prevented the
large scale application of KNbO.. One of the main difficulties (compared
with LINbO,) is the growth and poling procedure. Furthermore, the phase

*1Im m
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FIGURE 6. Dark line spectrum of a He:LiNbO, waveguide produced by varying

angle implantation (23).

transition from the orthorhombic to the tetragonal phase, occurring at

490 K, does not allow high temperature processes for waveguide production.

The only published result of waveguiding in KNbO3 has been the application

of an external electric field via outer electrodes (26), while diffusion and

ion exchange did not work at all.
By implanting He+ ions, we succeeded in producing the first permanent

multimode waveguide in KNbO3 (27). The crystals were supplied by the

crystal growth laboratory of the University of Osnabr~ck. They were grown

from melt solutions containing 53 mol % KCO and 47 mol % Nb2O, cut Into

rectangular plates and polished. After poling with a dc-field the sample

edges coincided with the b, a, and c axes.
Guided by the results of He

+ implantation in LiNbOs, we chose an ion

energy of 2 MeV, a total dose of lO"1/cm
2 and an angle of 100 with respect

to the surface normal to avoid ion channeling. The rather high energy

should result in a moderate damage plateau near the surface, making

annealing almost unnecessary. This fact is especially important in the case

of KNbOS, because this crystal should not be heated due to the phase tran-

sition mentioned above. The chosen dose is a good compromise between high

refractive index alteration and low scattering losses. As the KNbO 3 crystal

structure is by far not as stable as LiNbO3 , heating during Implantation 
has

to be avoided. We monitored the sample temperature, and reduced the ion

flux whenever 310 K were exceeded. For a flux of 10
1 /cm2 s, no depoling

occurred. However, implantations with higher ion fluxes demonstrated that

KNb03 is much more sensitive than LiNbO,. 
Increasing the flux by an order

of magnitude leads to depoling and cracking of the substrates.

The optical investigations were performed "as implanted" using dark line

spectroscopy. The light propagated along the c-axis and was polarized per-

pendicular to the plane of incidence (TE modes). Figure 7 shows the result

of the profile na(x), reconstructed with our IWKB algorithm. The measured

effective indices are indicated by the horizontal lines. The profile is

very flat for the first 3 pm below the surface and decreases rapidly 
in the

region of ion deposition. The profile width Is in good agreement with the

results in LiNbO. for the same energy. However, at the same dose, the guide
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FIGURE 7. Reconstructed refractive index profile na(x) for an He+ implanted
KNbO. waveguide (27). Implantation conditions see text.

supports a larger number of modes indicating a stronger decrease of the
refractive index compared with LiNbO1.

6. CONCLUSIONS
We have presented recent results of He+ implanted LiNbO. waveguides and

discussed the influence of the beam parameters on the surface refractive
indices and the profile widths. The refractive index profiles were eva-
luated by means of dark line spectroscopy and an improved inverse WKB
method, leading to an accuracy of gn = 1 x 10- . At doses above 5 x
105'/cm 2, a saturation effect has been observed for both, the ordinary and
extraordinary index profiles.
A severe problem for He+ implanted waveguides is the tunneling of electro-

magnetic energy through the low index barrier. This effect can be reduced
by broadening the barrier. Two strategies have been applied by now:
multiple energy implantations and varying angle implantation. Results of
the latter method have been discussed in this paper. They demonstrate that
the leakage can be reduced without any change of the beam parameters only by
varying the angle of incidence of the ion beam. By properly choosing the
implant parameters energy, dose and angle, nearly any desired profile should
be achievable. No other fabrication method offers the versatility of ion
implantation.
Implantation is not only useful for waveguide fabrication in materials

where other methods have given acceptable results, it furthermore offers the
possibility of waveguide fabrication in more complex crystals. An important
example is KNbO., where all other methods failed so far. With He+ implan-
tation, the first permanent multimode waveguide has been formed in this
excellent electrooptic material. We demonstrated that KNbO3 is very sen-
sitive to ion implantation, so that only low doses are required for suffic-
cient index alterations.
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ION IMPLANTATION OF ELECTRO-OPTICAL CERAMICS

CH. BUCHAL

KFA-ISI, D-5170, JUlich, FRG

1. INTRODUCTION
Single-crystalline oxide ceramics are very useful for electro-optical

applications. Good crystals are transparent for a wide range of wave-
lengths, display useful non-linear properties and show a noticeable Pickels
effect, i.e. the refractive index changes If an electrical field is applied
to the crystal. This effect is exploited for the fabrication of modulators,
switches, etc.
A general prerequisite for device fabrication is the formation of an opti-

cal waveguide within the material. This is a region of enhanced refractive
index which acts as a light pipe. In the main part of this contribution we
will discuss waveguide fabrication by ion implantation into LiNbO,.
However, as the desirable properties of electro-optical ceramics are a con-
sequence of their complex and interesting structure, we will start with a
discussion of their crystal lattice.

2. THE STRUCTURE OF PEROVSKITE-RELATED OPTICAL CERAMICS
Perovskite-related ceramics have the chemical composition AB03 with A and

B being metal ions. As there are many metals in the periodic table and as
the metal ion stoichiometry may be divided up into ACxDIx03 or similar,
there is an infinite wealth of compounds imaginable and Galasso discussed
more than 500 different perovskites already in 1969 (1). Today this
situation has become amazingly more complex with the discovery of the super-
conducting ceramics. Therefore, it is useful to go back to basics (2).
Figure 1 shows a comparison of ionic radii. For our discussion we need the
following values:

0-- =1.4 A Nb'+ = 0.7o A Li+ = 0.6o A
K+  = 1.33 A Ti + - 0.68 A

The true cubic Perovskites (e.g. BaTiO, SrTiO 3 , KNbO3) form a close-packed
lattice of oxygen anions together with the big metal cations (Bal+, Sr'+ ,

K+). Figure 2 shows a (111) plane of KNbO3 as an example. In this arrange-
ment the Coulomb energy of the big cations is minimized by maximizing their
separation. The positions of the K+-ions in the next layer are marked by K
and again every K+ is surrounded by 02-, giving a total of 12 nearest oxygen
neighbors (3+6+3). The small Nbl+-ions are added half way between adjacent
close-packed layers in such a way that their repulsive Coulomb energy is
minimal. Due to their small size they fit into a pocket between six
surrounding oxygens forming a metal-oxygen octahedron. While the preceding
discussion has assumed the crystal to be truly ionic, now some small cova-
lent contribution has to be added. The metal ion in the octahedral position
has s, p, and d orbitals available for covalent bonding and an spd-hybride
wavefunction forms six equivalent bonds with the surrounding oxygens. This
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FIGURE 1. Compilation of ionic radii (from ref. 2).

FIGURE 2. Lattice of KNbO,, looking at (111)-planes. First hcp-layer of02- (0) and K+ (s0) is fully drawn. Next hcp-layer is denoted by letters0 and K for 02- and K+. In between these two hcp layers Nb'+ (0) is
located in octahedral places.
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situation is shown in Fig. 3. The close-packed big ions form the fcc-
structure of Fig. 3. The electrical effects (piezoelectric, ferroelectric,
electro-optic, ...) of these crystals come about by small distortions of the
unit cell and by shifting the middle ion somewhat out of the center of Its
oxygen octahedron, lifting its crystal field degeneracy and generating a
permanent dipolar moment. This permanent polarization is achieved by
cooling a crystal in an electrical field through its Curie temperature. In
this case all distorted octahedra are frozen in uniformly. If a lightwave
passes through these structures, its electrical field generates ionic
displacements and displacements of the electrons, especially in the octa-
hedral bonds. A quantitative calculation of the observed optical indices
due to atomic polarization, ionic displacement and bond polarizability is
not yet available. Nevertheless there is evidence that especially the non-
linear bond polarizability increases in the order XTaO. P XNbO, 4
XTiO3 (3,4). Therefore, a local replacement of Nb in LiNbO3 or KNbOS by Ti
is a valid concept for waveguide formation. As of now, this works very well
for LiNbO. but not at all for KNbO.

3. THE STRUCTURE OF LiNbO3
LiNbO3 is somewhat unique and it is related to the Perovskites only in a

wider scope (5). Both metal ions are very small and the huge oxygens domi-
nate the structure by forming hcp layers just as shown in Fig. 2, if the K+

ions were substituted by oxygens. Now both Li+ and Nb5+ are regularly
distributed into the oxygen Pockets, resulting in a more dense ionic
arrangement (LiNbO3 : 31.8 cm"uimole; KNbO3 : 39 Cm

3 /mole). Niobium moves into
an octahedral position exactly as discussed before. There is also an octa-
hedral position for the Li-ion available, but it has no covalent d-orbitals
to stabilize the center position and shifts very closely to three of its six
oxygen neighbors. The resulting crystal arrangement is shown in Fig. 4.
LiNbO3 has no cubic phase, it is always hexagonal. One third of the octa-
hedral interstices remains empty, being arranged in the c-direction as
Li-Nb-vacant-Li-Nb-. The generated dipolar asymmetry is very stable,
resulting in a Curie temperature of 1050 to 12000 C, depending on Li/Nb-ratio
(5). This permits very high processing temperatures of T < 1050 0C for
device fabrication, which comes close to the melting temperature of 12400C.

Surprisingly, this stability is contrasted by an onset of Li diffusion at
2000C, which permits the Li -. H exchange at these low temperatures. But as
these ion-exchanged crystals are not long-term stable, the procedure has not
gained much application.
At temperatures above 5000C, oxygen vacancies become mobile in LiNbO, as

well as in the true Perovskites. In all these structures vacancies in the
close-packed oxygen sublattice are needed to open a path for oxygen and
cation diffusion (with the exception of Li+ and H+ which seem to move freely
via interstitials).
At temperatures between 800 and 10000C direct diffusion may be used to

introduce Ti into LiNbO3. As mentioned before, the introduction of
Ti-O-octahedra increases the optical indices and the formation of low-loss
stable waveguides becomes possible. This process is of great technological
importance and has been studied by numerous groups very carefully (9,10,11).
The formation of a mixed Ti-Nb-oxide and its incorporation into the
LiNbO3 crystal is described by reference (12). It is generally assumed that
the balance in stoichiometry (Nb'+ *- Ti*) is established by Introducing
vacancies into the oxygen sublattice. The equivalent octahedral lattice
locations of Nb and Ti have been proved by EXAFS (13) and channeling/PIXE
(14), as shown in Fig. 5.

I
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FIGURE 5. Angular channeling scans across sample normal (z-axis) of
implanted waveguide. This can shows that Ti ions display the same chan-
neling behavior as Nb, demonstrating an equivalent lattice location
(ref. 14).

4. DILUTION OF THE LATTICE BY ION IMPLANTATION
Townsend and coworkers have pioneered this type of ion implantation for

waveguide fabrication (15,16). The formation of a strip waveguide by MeV
helium implantation is demonstrated in Fig. 6. It is the virtue of this
method that the guiding volume is only mildly damaged by the first MeV
helium implant, forming a deep layer of reduced optical index. A low-
temperature anneal of 2000C is sufficient to remove the lattice damage in
the guiding volume. Therefore this method may be applied to various
substrates and Bremer very recently fabricated the first waveguide in KNbOS

by MeV helium implantation (17).
Unfortunately some wave propagation losses due to absorption in the

damaged material of the walls are observed.

5. DIRECT TITANIUM IMPLANTATION AND SOLID-PHASE EPITAXY
Stimulated by the desire to raise the local Ti concentration above the

limits imposed by diffusion kinetics, the Oak Ridge group has developed the
concept of direct IlTi implantation into LiNbOs (18,19). The necessary
masking technique may be readily converted from the standard device fabrica-
tion line for diffused waveguides. Normally the lithographical technique
will provide a Ti pattern on top of the substrate and a subsequent heat
treatment is employed to diffuse this pattern into LiNbO, and generate the
guiding structures. Now the mask has been "inverted" in such a way that the
channels will remain open for future implantation and the deposited Ti is
employed solely as the masking metal for the implantation process. The
choice of Ti metal as the masking material Is very important. It is known
that different ions may generate active scattering center and corresponding
optical losses. Obviously a mask of Ti metal is a very safe choice, since
some sputtering and subsequent ion beam mixing during implantation will
always be present. This procedure is shown In Fig. 7.
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In brief, our process employs the following steps:
1. Photolithographical masking of the optical structures.
2. Sputter deposition of Ti to generate the implantation mask. We

typically use 1 )im of Ti as the masking metal.
3. Removal of photoresist, leaving the channels accessible to

implantation.
4. Titanium implantation, while the substrate is cooled to 100 K

to reduce radiation enhanced diffusion. Typical ion energies
are 200 to 400 keV, resulting in an implant depth of 0.1 to
0.2 pm. Typical doses range from 1.21 x 101 7 to 3 x 1017
Ti/cm2 . Note that 1.2 x 10 7 Ti/cm2 equals the number of atoms
in a Ti film of 200 A thickness.

5. Removal of the mask.
6. High temperature anneal to accomplish solid phase epitaxy of

implanted regions.

After implantation the LiNbO, crystal is amorphized over the implanted
depth and a high amount of Ti is introduced intj the bulk. In this state the
crystal is dark and opaque and of no use for any optical application. It is
of critical importance to restore the oxygen crystallinity and to move the
Ti ions into their regular lattice positions. This may be achieved by
annealing, but of course long annealing schedules have to be avoided, as
they will result in excessive diffusion and undue spread of the Ti
distribution.
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We found best results for short anneals at a temperature of 1000 0C in
water-saturated oxygen atmosphere. The Li deficiency In the implanted
layer is replenished by diffusion from the bulk. At a dose of 2.5 x 101
Ti/cm 2 it takes approximately t = 1 h at 10000C to accomplish the necessary
annealing and the HWHM of the TI distribution is increased to I )Im due to
diffusion. The near-surface concentration of Ti gets as high as 12%, which
should be compared to typical values of 3% for diffused guides. The
measured effective index for the sample with 2.5 x 1017 Ti/cm is 2.218 and
the calculated change in material index is 0.030 for propagation in the y
direction. For a dose of 2 x 1017 Ti/cm' these numbers are reduced to 2.213
and 0.025, respectively.
A detailed comparison of implanted and diffused guides, an analysis of the

process parameters with respect to the int4ended wavelength of operation and
a discussion of device performance will be found in references (20 and 21).
By lowering the annealing temperature to 8000C we could demonstrate that
solid-phase epitaxy starts at the interface to the undamaged bulk and pro-
ceeds towards the surface during annealing.
Poker has investigated the nature of this process by lowering Ti dose and

regrowth temperature even further (22,23). Figure 8 shows channeling stu-
dies of the movement of the regrowth front after implanted 1016 Ti/cm' at
360 keV and annealing at 4000C only. It is surprising that the lattice may
be restored at these low temperatures, even if the dose of 1010/cm 2 does not
introduce a huge change in stoichiometry. For higher doses higher annealing
temperatures become necessary in order to achieve the same crystalline per-
fection. As can be seen from Fig. 9, the activation energy seems to be
lowered at higher doses. This observation is not yet understood.
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FIGURE 8. RBS spectra of SPE regrowth of implanted LiNbO, at 400
0C. The

arrows represent the approximate positions of the interface at various
annealing times. The Ti dose was 1016 Ti/cm2, which is a relatively small
disturbance of the stoichiometry (from ref. 22).
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PLASMA- AND ION-BEAM ASSISTED PHYSICAL VAPOR DEPOSITION: PROCESSES
AND MATERIALS

J. M. RIGSBEE

Department of Materials Science and Engineering, University of Illinois at
Urbana-Champaign, 1304 West Green Street, Urbana, IL 61801

1. INTRODUCTION
Physical vapor deposition (PVD) includes any thin film process involving

the deposition of physically generated atoms or molecules onto a substrate
in a vacuum environment. Evaporation, sputtering, and ion plating, the fun-
damental PVD processes, are characterized by the physical mechanism by which
the vapor flux is generated. Modification of these basic processes (e.g.,
by addition of an ion beam) accounts for the apparent numerous PVD processes
in the literature. In spite of minor processing variations, PVD processes
have many common features including: (1) a high vacuum system with low
impurity gas levels and with the ability to input controlled flow rates or
partial pressures of one or more working gases; (2) a coating material
source(s) with a well-controlled and often monitored vapor flux; and (3) a
substrate mounting assembly which controls substrate temperature and
distance/orientation to the coating source. Plasma and ion-beam assisted
PVD processes are derived from the fundamental evaporation, sputtering, and
ion plating processes through, for example, incorporation of a bias voltage
to create a glow discharge.

PVD processes are used to deposit thin films for purposes such as
microelectronics circuit fabrication, control of light reflectance and
absorption, corrosion and oxidation mitigation, decorative coatings, and
tribology. PVD fabricated materials include: metals, ceramic compounds,
including superconductor thin films; composites; and semiconductors,
including layered superlattice structures. Suitable substrates range from
metals to ceramics to polymers. Nearly every imaginable industry from auto-
motive to textiles to microelectronics actively utilizes PVD technologies in
their products and manufacturing processes. Recently developed ion assisted
PVD technologies which are rapidly finding applications include ion plating
(a plasma-assisted process), activated reactive evaporation, and ion-beam
assisted molecular beam epitaxy. These processes offer possible advantages
in film adhesion, microstructure, chemistry, and mechanical/electrical
properties.
Bombardment of a PVD film with energetic particles (ions and/or neutrals)

prior to and during film deposition can dramatically and beneficially alter
the structure, chemistry, and physical properties of the film and the
film/substrate interface. Applications of plasma-assisted and ion beam-
assisted thin film PVD processes are increasing in areas such as
microelectronics and aerospace where improved performance requirements are
continually being placed upon materials. Energetic particle bombardment
during film growth has also been found to enhance formation of new materials
and alloys, such as compound semiconductors, whose metastable microstruc-
tures result 'n unique physical properties.
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The objectives of this paper are to review (1) the processes (equipment
and operation) for plasma and ion-beam assisted PVD and (2) the structure,
chemistry and physical properties of films deposited with these processes.
Discussion will include ceramic (nitride and oxide), metallic (elemental and
layered), and compound semiconductor films deposited onto metallic and cera-
mic substrates. Topics to be discussed include the effects of energetic
particle bombardment on film characteristics such as: porosity; residual
stresses; film nucleation, growth, and preferred orientation; and, adhesion,
including chemical mixing and compound formation at the film/substrate
interface. Emphasis will be placed on the microstructural (analysis with
SEN and cross-section TEM) and microchemical (analysis with EDX, Auger, and
SIMS) effects of energetic particle bombardment. For additional In-depth
discussions on PVD and related topics, the reader is directed to references
(1-6) [note especially the extensive and detailed discussions of PVD deposi-
tion processes and materials by J. A. Thornton in references (4 and 5)].

2. EVAPORATION
Evaporation is a process Involving the heating of a source material to a

sufficiently high temperature, usually in a high vacuum, so that atoms or
molecules are liberated from the source, move through the vacuum with little
scattering and low average kinetic energies, and deposit onto a substrate
(7,8). A basic evaporation system consists of a vacuum chamber, a vacuum
pumping system capable of achieving high vacuum, a gas inlet system for
chamber venting, an evaporation source(s), and a specimen holder. Vacuum
technology is a common and essential feature for all PVD processes and the
reader is directed to Glang, Holmwood, and Kurtz (9) for a thorough review.
2.1. Equipment and operation

Processing is done inside a vacuum chamber which may range In size and
shape from a small glass bell jar to a room-sized cube. Fixturing is
required inside the vacuum chamber for supporting and positioning the
substrates during film deposition. This fixturing may be a simple sta-
tionary rod or plate or it may utilize motion along one or more axes to
enhance coating thickness uniformity over complex-shaped substrate surfaces.
Substrate fixturing systems often incorporate heating and cooling capabili-
ties because temperature is a key parameter in controlling substrate
cleanliness and film adhesion, residual stress, and microstructure. If a
bias voltage is to be applied to the substrate for plasma assisted deposi-
tion, electrical connections and shielding requirements can make the fix-
turing quite complex.

2.2.1. Vacuum system. Straight evaporation Is typically done in a high
vacuum environment so the need for gas introduction Into the chamber is
limited mainly to initial pump-down cycles where introduction of an inert
gas serves to purge the chamber of unwanted gases. Depending on purity
requirements the inert gas may need to be further purified of reactive gases
such as oxygen, nitrogen, or water vapor prior to introduction into the
chamber by passing it through a heated titanium sponge system. To
understand how residual gases affect the film microstructure and properties,
it is Important to know the composition of the residual gases in the vacuum
chamber during deposition. This is done with a residual gas analyzer (RGA)
which is simply a mass spectrometer designed to measure ion current as a
function of atomic mass (9). Because RGA's require vacuums of 10-2 Pa or
less to operate, auxiliary pumping and valving may be required when ana-
lyzing the gas compositions of poor vacuums often found In plasma-assisted
deposition systems.

The vacuum pumping system must be capable of producing a high vacuum of
approximately 10- 3 Pa (7.5 x 10-" Torr or 7.5 x 10- 3 Vm) or better and this



401

system usually consists of a roughing pump/high vacuum pump combination.
For systems using oil-filled rotary mechanical pumps and diffusion pumps, an
optically opaque, liquid nitrogen-cooled baffle should be used between the
diffusion pump and the deposition chamber to eliminate substrate or coating
contamination by backstreaming of pump oils. A properly designed and main-
tained diffusion pumped vacuum system is reliable, cost effective, and will
attain ultimate pressures in the 10-4 Pa range. For critical PVD
applications such as semiconductor thin films where parts-per-million
impurity levels may be required, serious contamination of the depositing
film may occur by backstreaming of pump oils or by incorporation of residual
gases produced by such mechanisms as desorption of physisorbed molecules
from surfaces within the chamber. At a pressure of 10-4 Pa (about 10-
Torr) the flux of residual gas atoms incident on the substrate surface will
equal one monolayer of coverage in roughly 2 sec. The potential for unac-
ceptable contamination levels for film growth in a high vacuum environment
is clear since at a chamber pressure of 10- Pa the flux of unwanted gas
atoms will be roughly equivalent to the flux needed to grow a 5 x 10-4 mm
(0.5 pm) thick film in 1 h. For these critical PVD applications it is
necessary to eliminate oil-based pumps and use, singly or in combination,
ion pumps, turbopumps, sublimation pumps or cryopumps which are capable of
producing clean ultrahigh vacuums (UHV) of 10- 7 Pa or better.

2.1.2. Evaporation sources. An evaporation source produces a controlled
flux of vapor from a liquid by evaporation or from a solid by sublimation,
the choice of which for a given material depends on the relationship between
vapor pressure versus temperature and melting point. One Pa (approximately
10-2 Torr) is a typical vapor pressure required for reasonable film deposi-
tion rates. Metals such as Cr, Sb, As, Be, Si, Mo. W, and Zn which have
ratios of T(1 Pa)/Tmp of less than unity (this ratio for Cr is about 0.77)
will deposit by sublimation. This is also true for ceramic and semiconduc-
tor compounds such as alumina, silicon dioxide, magnesium fluoride, zinc
selenide, and cadmium sulfide.
Types of evaporation sources are numerous with the most common being:

resistance heating (including crucible sources), electron beam (thermionic
and plasma beam) heating, cathodic arc, induction heating, laser heating,
and exploding wire (6,7). Resistance-heated wire or metal foil sources are
normally laboratory-scale and are made from refractory metals, such as
tungsten, which have high melting points and low vapor pressures.
Commercial-scale evaporation-based processes have been developed to ion
plate aluminum (or other low melting point materials) onto large aircraft
sections for corrosion mitigation (10,11). Deposition of controlled che-
mistry alloy films by evaporation from multiple sources requires use of
piezoelectric quartz crystal oscillators or ionization/mass analysis rate
monitors for each source. This is essential because small temperature
changes (100 0C) typically produce order of magnitude or larger changes in
the vapor flux.
Electron beam evaporation sources allow the high power densities and

extremely high temperatures needed to evaporate refractory metals and oxi-
des. These systems, which are well suited for commercial production, are
compatible with ion beam and plasma-assisted deposition processes. The
major difficulties encountered with electron beam evaporation are: main-
taining a constant evaporation rate; dealing with differences in vapor
pressure between different elements in an alloy evaporant source material;
preventing coating and eventual electrical shorting of high voltage insu-
lating electron gun components; and preventing expulsion of macroscopic
droplets from the melt pool because of transient excessive heating or
entrapped gas.
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The arc evaporation source also Is a form of ion assisted deposition pro-
cess. Arc evaporation sources, which operate at low voltages and high
currents (around 20 to 30 V and 200 to 500 A). have been shown to effi-
ciently "evaporate" material through numerous and very transient arc
discharges over flat metal substrates. The metal substrates are cathodes in
this system and the resulting locally intense, arc-induced plasma causes a
high degree of ionization (estimated as high as 90%) of the metal and non-
metal flux. These arc sources are principally used for ion plating applica-
tions (discussed later in this review) and have the following advantages:
(1) their simple design and operation allows virtually any size source to be
created and (2) because the localized melting event is very brief and for
practical considerations no liquid exists on the source surface, the arc
sources can be freely placed in any orientation. This process allows uni-
form coverage of even very complex-shaped surfaces through the use of pro-
perly placed and oriented multiple arc sources. The primary disadvantage of
this process is its tendency to generate micron and larger sized metallic
droplets, called macroparticles, which deposit unreacted on the substrate
surface producing a rough and dull-appearing coating. Although these par-
ticles have little apparent effect on the coating's tribological properties,
control of macroparticles is a major challenge for this process for decora-
tive and corrosion protective coatings.
2.2. The evaporation process
The Hertz-Knudsen equation (12), derived using concepts of reaction kine-

tics, thermodynamics, and solid state theory, provides the best model of the
evaporation mechanism. The Hertz-Knudsen equation is:

W = av (27ffnkT) -@.E P* ,

where W is the evaporation rate [atoms/(cm 2.sec)]; 0 v is the evaporation
coefficient (varies from 0 to 1); m is the molecular weight (grams); P* is
the vapor pressure (Torr); and k and T have the usual meanings.
Substituting appropriate values for these terms, this equation becomes:

W a 3.5 x 102 2 Ov (mT) - .' P* .

Knudsen's work in the early 1900s on mercury evaporation showed that the
evaporation coefficient is very sensitive to the evaporant source surface
cleanliness. The evaporation coefficient varies from near unity for very
clean surfaces (such as the continuously produced mercury droplets studied
by Knudsen) to as small as 10

-
3 for dirty surfaces (5,12).

Evaporated atoms and molecules have only the kinetic energy corresponding
to when they left the evaporant source and their average energies will be
3/2 kT, where T is the source temperature. Typical energies for evaporated
atoms and molecules are below 0.3 eV. As examples, the energies of elemen-
tal Cd, Cu, and W at source temperatures corresponding to partial pressures
of 1.33 Pa are: 0.047 eV (538 k), 0.133 eV (1533 K), and 0.303 eV (3503 K),
respectively. Energies of the evaporant particles increase continuously
with increasing vapor pressure (equivalent to increasing source
temperature). It is clear that addition of a plasma or ion beam can result
in a major increase (several orders of magnitude) in the average energy of
the depositing atoms.
The geometrical factors of distance from the source to the substrate and

the location/orientation of the substrate relative to the direction normal
to the source also contribute significantly to film deposition rate.
Assuming a small evaporant source located a distance r from the substrate,
the deposition rate per unit area of substrate Is given by:

mVmm mmmmm ~ u u --- -
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Wd - (W Ae cost cosB)I(w r
2 )

where Wd is the deposition rate per unit area of substrate or the flux of
evaporant atoms onto the substrate [atoms/(cm'*sec)]; W is the flux of atoms
from the evaporation source [atoms/(cm2 -sec)]; Ae is the area of the eva-
poration source (cm); t is the angle between the evaporation source normaland the vector between the source and the substrate surface; and, 8 is theangle between the substrate surface normal and the vector between the source

and the substrate surface. It is clear from this equation that the deposi-~tion rate decreases rapidly with increasing source to substrate distance and

decreases slowly (for the first 25 degrees or so) as the substrate surface
rotates away from directly facing the evaporation source.
The previous paragraphs have discussed how the deposition rate is

controlled by changes in the specimen position and orientation and for
changes in the material being evaporated and operation of the evaporation
source. The deposition rate or film thickness growth rate may be calculated
using the following equation:

0 - (M Wd)/(p Na)

where 0 is the thickness growth rate (cm/sec); M Is the molecular weight
(g/mole); Wd is evaporant atom flux onto the substrate [atoms/(cm 2.sec)];
p is the mass density (g/cm2); and Na is Avogadros number (atoms/mole).
As an example of film deposition by evaporation, consider evaporation from

a 1-cm 2 Au source with an evaporation coefficient of unity and heated to
14000C (this corresponds to a vapor pressure of 1.33 Pa or 10-2 Torr). The
0.5 m diam flat substrate surface Is centered 0.5 m directly above the
source with the surface normal parallel to the source normal. The effects
of position and orientation on film growth rates are shown by comparing the
film growth rates at the sheet center (r = 0.5 m, t = 8 = 0 degrees) versus
the sheet edge (r = 0.559 m, 0 -8 • 26.57 degrees). Calculating the source
evaporation rate, W, of Au at 1400 0C gives 6.1 x 10'' atoms/(cm2 -sec), which
for a 1-cm2 source yields 6.1 x 101 7 atoms/sec. The evaporant atom flux
onto the substrate will be 7.7 x 1013 atoms/(cm 2-sec) at the sheet center
and 5.0 x 1012 atoms/(cm2-sec) at the sheet edge. Assuming the evaporant
atoms all stick, a sticking coefficient of unity, the atom deposition rate
at the sheet edge is about 65% that at the sheet center. Calculation of the
film thickness growth rate at the sheet center gives a value of 0.13 A/sec
which is approximately equivalent to a monolayer of film growth every 15
sec. This film growth rate would be increased an order of magnitude by
either heating the Au source to 1550 0C or reducing the substrate to source
distance from 0.5 m to about 0.16 m. Reduction in substrate to source
distance markedly increases the center to edge nonuniformity in film growth
rate.
Relatively low deposition rates of less than several angstroms per second

are generally unacceptable for high vacuum systems due to the potential for
extensive contamination of the film by residual gas incorporation. A high
vacuum deposition chamber pressure of 10-4 Pa corresponds to a residual gas
flux on the order of 1014 molecules per cm2'sec. Deposition of high-purity
films requires high-purity evaporation source materials, careful substrate
cleaning procedures, and either deposition rates much greater than 1014
atoms/(cm2 .sec) or, equivalently, very low residual gas pressures. For pro-
cesses incorporating plasmas and Ion beams, it is essential to consider the
potential for impurity contamination from the working gas.

i
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2.3. Coating nucleation and growth
Nucleation and growth of an evaporated coating occurs by individual atoms

or molecules striking the substrate surface, condensing onto the surface by
equilibrating energetically with the surface atoms, diffusing about the sur-
face, and (for the case where a nucleation barrier exists) clustering to
form nuclei which grow and evolve into the final coating. PVD thin film
nucleation and growth literature is extensive and the reader should see
reference (13) for a thorough review of this topic.
Evaporated atoms or molecules which strike the substrate surface generally

have low enough energies (<0.3 eV) to allow them to adsorb onto the
substrate surface, if only briefly, and become adatoms. These adatoms will
quickly (on the order of 10-12 sec) equilibrate energetically with the sur-
face atoms and will diffuse over the surface until they desorb, are trapped
energetically at a surface adsorption site (usually a defect such as a
vacancy or a ledge), or join an existing coating nucleus. The probability
that an evaporated (or sputter deposited) atom will re-evaporate before it
equilibrates energetically with the substrate surface atoms is small since
these atoms generally have quite low energies and the accommodation process
is very fast. Thus with the normally low substrate temperatures used for
evaporation it is reasonable to assume that a very high fraction
(approaching unity) of atoms striking the substrate stick for some time much
greater than the lattice vibration time of 10-1 3 sec. As an aside, PVD pro-
cesses provide the ultimate form of rapid quenching since equilibration in
10-12 sec for impinging atoms with energies equivalent to more than 1000 0C
yields quench rates on the order of 1015 C/sec.

The probability that a surface atom will have sufficient energy to desorb
is given by:

exp (-Qa/kT)

where Qa is the adsorbed adatom atom binding energy to the substrate, and
k and T have the usual meanings. The mean residence time for desorption of
a substrate atom, Ir, is simply the lattice vibration frequency, to, times
the probability that the atom will have sufficient energy for desorption
during any one of its vibrations. This relationship shows that the mean
residence time of a deposited atom is a strong function of binding energy
and substrate temperature. The residence time at a substrate temperature of
2000C is 5 x 10- 3 sec for a binding energy of 1 eV and 5 x 10-12 sec for a
binding energy of 0.15 eV.
Assuming a crystallographically perfect substrate surface with no defects

to serve as trapping sites, it is possible to calculate the equilibrium ada-
tom density, na, as the product of the incident evaporant flux, R, times the
mean residence time. For the 1 eV adatom binding energy and 2000C substrate
temperature case, a flux of 2 x 107 atoms/cm2-sec is required to obtain an
equilibrium adatom density of one monolayer. At 0.15 eV adatom binding
energy the flux required to obtain an equilibrium monolayer of coverage is
too large to be physically reasonable. A flux of 2 x 1017 atoms/cm2-sec for
the 0.15 eV adatom binding energy case would produce an equilibrium coverage
of 106 atoms/cm2 ,sec, equivalent to about one adatom per every 109 substrate
surface lattice sites. A recent examination of thin film nucleation theory
by Lee and Rigsbee (14,15) concluded that thin film nucleation kinetics are
almost always controlled by the substrate surface defect density and this
effect increases with increasing temperature or decreasing adatom flux.

2.3.1. Nucleation and growth models. Nucleation and growth of a PVD thin
film has been observed to occur by the three distinctly different processes
shown in Fig. 1 (ref. 13). The first process, called island growth or
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~(a) (b)()

FIGURE 1. Film growth models: (a) Volmer-Weber three-dimensional island
growth; (b) Frank-van der Merwe two-dimensional layer-by-layer growth; and
(c) Stranski-Krastanov mixed mode growth.

Volmer-Weber growth, involves nucleation of distinct and separate three-
dimensional clusters of the condensed phase on the substrate. With time and
continued adatom flux the clusters proceed to grow into larger clusters or
islands, which upon continued growth coalesce into a continuous film. This
growth model is consistent with existence of a nucleation barrier as defined
by traditional nucleation theory. Cluster formation from a flux of adatoms
proceeds along the traditional nucleation theory path where only those
clusters which reach a critical size are stable and grow.
When the adatom flux onto the substrate, R, exceeds the flux of eva-

porating adatoms from the substrate, Re, then film nucleation and growth can
occur. The flux of evaporating adatoms, Re, from the coating surface is
given by:

F Re = (constant) exp (-Qaa/kT)

where Qaa is the adatom-adatom binding energy for the bulk coating material.
The adatom jump frequency, v, is proportional to [exp [(-surface diffusion
energy)/kTj] and when the substrate is at an elevated temperature high ada-
tom surface mobility exists. Island growth will occur when the binding
energy between coating atoms, Qb, is greater than the binding energy between
coating atom and the substrate, Qa. This is the common growth mode for metal
films grown on insulators.

The next coating growth model involves two-dimensional layer-by-layer for-
mation of the coating in the apparent absence of a nucleation barrier. This
model, called two-dimensional growth or Frank-van der Merwe growth, is for
the case where coating atoms bind more strongly to the substrate than to
each other, Qa Is greater than Qb, and adatom surface mobility is high. It
is also important that atomic matching across the coating/substrate inter-
face be good so the interfacial defect density and, correspondingly, the
interphase boundary energy will be low. Such a growth mode is necessary for
heteroepitaxial thin film formation in semiconductor-semiconductor systems
such as (Gal-xAIx)As on GaAs and in metal-metal systems such as Cd on W 16).

The third coating growth mode, called Stranski-Krastanov, is essentially a
combination of the layer-by-layer and island growth modes. In this process
the " ,, begins with layer-by-layer growth and after several layers have
formed epitaxially then growth continues by nucleation of discrete islands.
The basis for this transition is not well understood but it is thought that
lattice mismatch between the coating and substrate could generate stored
elastic energy which would increase with increasing film thickness and would
eventually generate sufficient stress to nucleate defects at the interphase
boundary. These defects could serve as heterogeneous nucleation sites and
thereby inhibit epitaxial film growth after formation of some system-
dependent critical thickness.i
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2.3.2. Impurity effects. Impurities include defects such as dislocations,
ledges, and vacancies on the substrate surface as well as contamination of
the substrate surface by processes such as adsorption of unwanted residual
gases. Defects In the crystallographic structure of the substrate surface
are the rule and not the exception. Even for very carefully prepared sur-
faces It is likely that the coating nucleation kinetics will be controlled
by defect density because these are preferential trapping sites and there-
fore preferential cluster nucleation sites. The dominance of cluster for-
mation at surface defects will increase with increasing substrate
temperature or low incident adatom flux. Controlling the distribution and
density of the surface defect sites is possible in plasma and ion beam
assisted processes through control of energies and fluxes. This may allow
control of coating characteristics such as grain size.
Contamination of the substrate surface by impurities such as hydrocarbons

from improper solvent cleaning procedures or a monolayer of water molecules
from the residual gas environment in the deposition chamber can signifi-
cantly affect the film nucleation and growth and other parameters such as
film adhesion. An example of the effect of contamination is the case of Cd
deposited onto W where contamination of the W surface with less than one
monolayer of oxygen reduces the adatom to substrate binding energy relative
to the adatom to adatom binding energy and changes the film growth mode from
layer-by-layer to island (17). Regarding the effects of contamination on
film adhesion, an extensive investigation (18) is in progress to study the
effects of substrate surface preparation, including cleanliness, on film
adhesion for Al films deposited on a wide range of metallic and non-metallic
substrates. The results show improvements of more than 100 times for chemi-
cally polished and sputter cleaned surfaces relative to oxidized or other-
wise contaminated surfaces. Because adsorbed impurities have relatively
weak binding energies (about 1 eV for a water molecule), it is possible to
clean impurities and even oxides off surfaces through application of a
medium energy plasma or ion beam.
2.4. Coating microstructures

After formation of a continuous surface film and with continued adatom
deposition, the microstructure which evolves during evaporation is mainly
based on substrate temperature (since this parameter controls the key growth
mechanisms of adatom surface diffusion and bulk diffusion) and on surface
roughness generated shadowing of surface regions from the line-of-sight eva-
porated atoms. Increasing substrate temperature increases both surface and
bulk diffusion kinetics since the activation energies for these processes
are both related to the melting point of the bulk coating material. At high
temperatures where surface diffusion is rapid, the effects of topographic
shadowing are decreased and a smoother film results. High temperatures also
promote recovery, recrystallization, and grain growth processes within the
growing film thus producing a more dense and defect-free coating.

2.4.1. Zone models. Several useful studies over the past two decades have
examined and developed models to explain PVD coating microstructure evolu-
tion. The first detailed microstructural zone model was devised by Movchan
and Demchishin (19) for evaporated Ti, Ni, W, ZrO2 , and A1203 coatings depo-
sited for a series of substrate temperature, T, to melting point tem-
perature, Tmp, ratios where the temperatures are in degrees kelvin.
Thornton later extended this zone model (20) and made it applicable to sput-
tering by adding an additional axis to account for gas pressure. In each of
these models, multiple zones with distinct microstructures were found to be
roughly defined by T/Tmp ratios and gas pressures, and the microstructures
for the various zones ranged from isolated, columnar crystallites In a low-
density film to large, equiaxed grains in a fully dense film.
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Zone 1 microstructures, which are porous and consist of tapered crystal-
lites with domed tops and separated by voids, occur for low substrate tem-
peratures corresponding to T/T values below about 0.15. This open,
columnar microstructure occursbecause the low substrate temperature does
not allow sufficient adatom surface diffusion to compensate for shadowing of
the intercrystallite valleys by the crystallite peaks. Transmission
electron microscopy studies of numerous metallic coating cross-sections
reveal that these micron-sized crystallite columns typically evolve from a
very thin (<50 nm) coating/substrate region whose microstructure consists of
small (<10 nm), equiaxed grains. Also, the crystallite columns are often
polycrystalline with the individual grains being small and equiaxed.
The next microstructural zone, called zone T, occurs for temperatures in

the 0.15 to 0.45 T/Tmp range and because surface diffusion is easier at
these temperatures the films are more dense and smoother than for zone 1.
The film still is composed of fibrous, columnar grains which have high
defect densities, mainly dislocations and point defects.
At substrate to melting point temperature ratios in the 0.45 to 0.75

range, adatom surface diffusion is very rapid and the films now are fully
dense and have a coarse columnar microstructure. The larger columns form
because of coarsening from bulk diffusion. The grain size is larger and the
intercolumnar regions are essentially grain boundaries.
Above 0.75 T/Tmp a zone 3 microstructure exists where coating growth is

dominated by bulk diffusion. The final microstructure may consist of large,
equlaxed or columnar grains which have low defect densities typical of well-
annealed bulk materials. The films will have low internal residual stresses
because new stress-free and strain-free grains form easily by recrystalliza-
tion. Grain growth may produce a large final grain size for long deposition
times.

2.4.2. Ion bombardment effects. Experimental and theoretical studies on a
variety of material systems over the past several years have shown that bom-
bardment with relatively low energy ions or energetic neutrals during depo-
sition of an evaporated film can significantly increase film density and
alter residual stresses. In effect, this bombardment contributes energy to
the surface and near-surface atoms of the growing film enhancing atom mobi-
lity and producing a microstructure more typical of a much higher deposition
temperature.

Using a two-dimensional molecular dynamics model to study the atomic
arrangements of atoms deposited onto a crystalline substrate, Muller (22)
has clearly demonstrated that epitaxy and density both increase with
increasing impinging atom energy. The energies examined ranged from 0.05
of the Lennard-Jones potential (typical of the energy for an evaporated
atom) to 1.5 times the L-J potential (roughly equivalent to several times
the value for a sputter atom before any collisions occur with gas atoms).
At the higher energies density was enhanced because the impinging atoms
eroded the tips of evolving columns and thereby prevented development of
columns by self-shadowing.
Another modeling study, also by Muller (22), involved evaporation of Ni in

combination with an impinging Ar+ ion beam of specific energy and flux.
Again the addition of energy to the growing surface enhanced film density
and epitaxy with both increasing as the ion energy increased from 0 to
100 eV and as the Ar/Ni ratio increased from 0 to 0.16. These results are
qualitatively consistent with experimental results on a variety of systems.
Another interesting effect of low energy ion bombardment is its ability to
enhance incorporation of low solubility constituents in a growing film.
Greene and coworkers (16) have used this approach to produce epitaxial films
at low deposition temperatures and various semiconductor compounds and
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metallic alloys which cannot be grown by conventional evaporation or sputter
deposition techniques.

3. SPUTTER DEPOSITION
Sputtering occurs when highly energetic ions or neutral atoms strike the

surface of a solid substrate causing ejection of one or more atoms or
molecules by momentum transfer. The sputter deposition process, which has
been studied for more than three decades, is widely used because of its
simplicity and because it offers capabilities sometimes superior to evapora-
tion for applications such as alloy film deposition. Sputter deposition
process has an advantage over evaporation because evaporation is a thermally
activated process and sputtering is a mechanical process. The mechanical,
momentum transfer nature of sputtering alloys greater control of the
resulting atom flux with much less variation in flux between different
materials identically sputtered. Many aspects of the sputter deposition
process and the resulting films are essentially identical to the just
completed evaporation discussion and will not be repeated. The discussion
in this section will concentrate only on those unique aspects of sputter
deposition. For more thorough reviews of the process of sputter deposition
and sputter deposited thin films, the reader is directed to references
(3,4,20).
3.1. Equipment and operation
A conventional diode sputter deposition system consists of a vacuum

chamber, a target (cathode) which is the coating material source, a
substrate holder (anode), a working gas supply, and a high voltage rf or dc
power supply. In sputtering the source (target) material is biased to a
high rf or dc negative potential, typically around -1000 v, and if the depo-
sition chamber is at a pressure on the order of 1 Pa the target voltage will
initiate a plasma. The positive ions within the plasma will be accelerated
across this voltage potential striking the target with large enough kinetic
energies to knock atoms off the target surface. In addition to the sputter
deposition process described above, modifications of this basic process may
include: substrate heating or application of a substrate bias voltage to
enhance adatom surface diffusion; addition of a reactive gas(s) into the
plasma to cause deposition of a compound such as titanium nitride; and
incorporation of multiple sputter targets to produce multilayer or chemi-
cally graded films. Biasing of the substrate causes low and medium energy
ion bombardment, for cleaning, and bombardment of the growing film. The
same result is obtained by addition of an independently controlled ion
source, although this is geometrically difficult for sputtering.
Although there are several distinct sputter source designs (planar diode

and magnetron are the two major types), nearly all sputter sources operate
by highly negatively biasing the cathode target to produce a low pressure
glow discharge plasma. This plasma Is adjacent to the cathode and provides
a uniform and copious supply of positive Ions which are accelerated toward
and strike the target causing the sputter event (3,20). A planar diode
sputter source consists of two flat, parallel electrodes, one being the
target electrode and the other being the substrate or substrate holder. The
substrate electrode serves as the anode in this diode arrangement and will
either be grounded or negatively biased to a low voltage (-100 v is a typi-
cal value) if low energy ion bombardment of the growing film is desired.
Magnetron sputter sources provide major advantages over planar diode sources
in the areas of greatly increased rates (values as high as 30 nm/sec have
been reported) and reduced substrate heating. A magnetron source is essen-
tially a diode source which has been modified by addition of a moderate
strength magnetic field (few hundred gauss) to "trap" secondary electrons



409

emitted by the cathode. The magnetic field causes the trapped, energetic
electrons to spiral increasing their path length and thus increasing the
probability that they will interact with and cause ionization of a neutral
atom. This increased ionization probability allows the glow discharge
plasma to be sustained at lower working gas pressures thereby increasing the
mean free path and average kinetic energies of sputtered atoms.
3.2. The sputter process

Sputtering is a physical process where highly energetic ions and neutrals
bombard a negatively biased target causing ejection of surface and near-
surface target atoms through momentum transfer. For atom removal from the
target surface to occur, collision of the impinging inert gas ion/neutral
must transfer sufficient kinetic energy to a target atom to overcome the
local bonding forces. When an energetic ion/neutral strikes the substrate
surface, its momentum is distributed by a collision cascade process over
primarily the atoms within a few atomic distances from the incident site.
For a substrate atom to be ejected it is necessary for the atom to have
acquired a sufficiently large momentum component oriented out of the
substrate surface.
Assuming a hard sphere elastic collision model, the exchange of momentum

among atoms in and around a collision cascade is a statistical process simi-
lar to that encountered in billiards. It is expected that creation of
momentum vectors in a direction out of the surface will occur by reflection
upwards of energetic target atoms, by a sequential series of collisions, and
by the lateral momentum of surface atoms. This discussion illustrates how
sputtering of a single atom must be a multiple collision process.
Considerations of the transfer of momentum between incident and target par-
ticles reveals that this transfer is greatest when the masses are equal.
Maximum momentum transfer from the incident ions will correlate to maximum
substrate atom sputter rate.
Atoms sputtered from a surface will have average energies in the 10 to

40 eV range, with energy increasing almost linearly with increasing atomic
number (20). Increasing the energy of the bombarding ions does not signifi-
cantly increase the average sputtered atom energy. Sputter yield, the
number of target atoms ejected per incident ion, is a function of the rela-
tive atomic masses, the energy and angle of incidence of the impacting ion,
and the target surface topography. Experiments have shown that there is a
threshold energy of about 25 eV below which no sputtering occurs and above
this threshold energy sputter yield increases steadily with increasing ion
energy. Typical sputter yields for metals are in the 0.5 to 2.0 atoms/ion
range. Theoretical treatment of sputter yield by Sigmund (21) show good
correlation with experimentally measured values. Parameters used in
Sigmund's model are: atomic masses of target and incident ions, the energy
of the incident ion, and the binding energy of the target atom (typically 5
to 10 eV).
When the incident particles are much lighter than the target atoms the

incident particles will reflect from the target surface. The energetic
neutrals (ions will generally be neutralized just prior to impact with the
target) reflected from the target are very important since at low working
pressures they are unlikely to be scattered and can impact the growing
coating surface with energies large enough to alter the coating microstruc-
ture or to become entrapped within the growing coating. Experimental data
(23) for the atomic fraction of Ar entrapped in films of several metal
sputter deposited with a range of target atom mass, Mt, to gas atom mass,
Mg, ratios show <0.1 at. % Ar for Mt/Mg <1.5 and -2 at. % for a ratio of 5.
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3.3. Coating nucleation and growth
Nucleation and growth of a sputter deposited coating, as discussed for

evaporated films, occurs by individual atoms or molecules striking the
substrate surface, condensing and equilibrating energetically onto the sur-
face, diffusing about the surface, and clustering to form nuclei which grow
and evolve into the final coating. Nucleation and growth examples, for dif-
ferent coating/substrate combinations, have been observed for each of the
three basic mechanisms: Volmer-Weber (three-dimensional island growth),
Frank-van der Merwe (two-dimensional layer-by-layer growth), and
Stranski-Krastanov (first layer-by-layer and then island).
The major differences in nucleation and growth processes between evapora-

tion and sputter deposition lie in the fact that the sputter deposited par-
ticles have one to two orders of magnitude greater average energies. This
is particularly true for magnetron sputtering and ion beam assisted sput-
tering, where an additional ion beam source is used in conjunction with the
sputter source. The effects of this low energy ion irradiation prior to and
during film nucleation and growth include: removal of loosely adsorbed con-
tamination from the substrate surface, a form of sputter cleaning; improved
film adhesion due to enhancement of chemical mixing at the coating/substrate
interface; increased density of active nucleation sites and decreased film
grain size; and enhanced adatom surface mobility. This enhanced adatom
mobility has been found to allow reduction of growth temperatures for growth
of epitaxial films (16).
3.4. Coating microstructure
Sputter deposited films exhibit all of the microstructural features pre-

viously identified for evaporated films. That is, these films follow the
zone growth model originally devised by Movchan and Demchishin (19) and
expanded by Thornton (20). Thornton's contribution involved addition of a
pressure axis to the Movchan and Demchishin microstructure versus substrate
temperature (T) divided by melting point (Tmp) ratio. This modification was
specifically directed to sputter-deposited films. Basically, Thornton found
that increasing argon pressure during film deposition was equivalent to
reducing the deposition temperature (i.e., reducing T/Tmp).
The effect is explained based on the concept of adatom mobility.

Reduction of the T/Tmp ratio will reduce adatom mobility since this is a
thermally activated process (i.e., an activation energy, Q, exists because
of the binding forces between the adatom and its neighboring substrate
atoms) which is exponentially related to temperature. As discussed pre-
viously, increasing pressure causes more collisions of the sputtered atoms
to occur prior to impacting the substrate. The initial 10 eV or so energy
of the sputtered atom will be reduced by these collisions to a value closer
to the average energy of the residual gas (<I eV). The result of the
increased scattering with increasing pressure Is to reduce the energy of the
impacting particles on the substrate surface and thereby reduce the energy
deposited in the surface. This effectively reduces the local substrate tem-
perature and correspondingly reduces adatom mobility. Hence, increasing
pressure for sputter deposition raises the T/Tm values needed for tran-
sition from zone 1 to zone T to zone 2 to zone 3 microstructures.

Ion assisted sputter deposition involves modification of the microstruc-
ture and chemistry of a deposited film through continuous, low energy
(-20 to 200 eV) ion bombardment before and during film growth. The con-
tinuo-s collisional mixing produced in the upper few atomic layers by low
energy ion bombardment has been shown to be a way to effectively achieve
high adatom mobilities at low substrate temperatures and to increase the
incorporation probabilities of high vapor pressure or low solubility ele-
ments. Extensive studies by Greene and co-workers (16) have clearly shown
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that low energy ion bombardment greatly alters the growth and compositions
of complex semiconductor alloy films such as InSb1_xBix and (GaAs)1_xGex.
In the later section on ion plating, examples of the microstructural (film
density and grain size), microchemistry (chemically graded interface and
intermetallic compound formation), and mechanical property (adhesion)
effects of low energy ion bombardment will be presented.

4. ION PLATING (PLASMA-ASSISTED PVD)
The ion plating process was developed by Mattox in the early 1960s (24,25)

as a means of producing adherent thin film coatings on materials such as
uranium. More recently, Spalvin (26) and Mattox (27) have reviewed the ion
plating process and its applications. For a thorough discussion of all
aspects of Ion plating, the reader is directed to the detailed review by
Mattox which also includes a very useful bibliography on ion plating litera-
ture.

Ion plating is a plasma-aided physical vapor deposition process capable of
depositing highly adherent metal, alloy and ceramic coatings onto virtually
any substrate at relatively low temperatures. This process incorporates low
energy ion and energetic neutral atom bombardment prior to and during coating
growth. Sputtering caused by this energetic particle bombardment of the
substrate surface prior to coating deposition allows removal of surface con-
taminants (oxides, hydrocarbons, etc.) and production of active nucleation
sites (at defects). Energetic particle bombardment during coating
nucleation and growth: (1) aids in formation of compounds such as titanium
nitride; (2) produces a structurally and chemically graded coating/substrate
interface, resulting in excellent film adhesion, even where relatively large
coating/substrate thermal expansion coefficient differences exist; and
(3) produces dense, equlaxed-grained coatings at substrate temperatures con-
siderably lower than those required for evaporation or non-biased sputter
deposition.
4.1. Equipment and operation

Figure Z shows the basic components of an ion plating system: (I) a rela-
tively large vacuum chamber with high vacuum capability; (2) a coating
source(s), which in this system is a pair of thermionic electron beam eva-
poration sources but could be anything from a resistance-heated wire source
to a hollow cathode electron beam source to a magnetron sputter source (30);
(3) a controlled gas source(s), which may include both high-purity inert gas
such as argon and reactive gases such as nitrogen or oxygen; (4) a heated/
cooled, electrically biased substrate holder, which may have a dc or an rf
applied bias; and (5) a ground shield around the substrate holder to control
location of the plasma and optimize plasma density. Process control is
greatly enhanced by use of such items as a film thickness deposition rate
monitor, an optical emission spectrometer for plasma chemistry analysis, and
a residual gas analysis system.
4.2. Ion plating process

During ion plating the substrate holder Is negatively biased between 500
and 5000 v, and for gas pressures in the range of 1 Pa, a glow discharge
plasma is established around the substrate holder. This situation Is iden-
tical to the diode sputter deposition process except that for sputter depo-
sition the target is the cathode and for ion plating the substrate holder
(and similarly the substrate) is the cathode. Ion plated substrates will
therefore be bombarded with a flux of positive ions and erirgetlc neutrals.
The origin of the energetic neutrals lies in the fact that the relatively
high pressures used for ion plating result in short mean free paths and
extensive ion/neutral charge exchange reactions. A recent experimental
study by Machet and co-workers (28) Into the Ion energy distribution for ion
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FIGURE 2. Schematic showing components of a typical ion plating system.

plating shows that for typical chamber pressures and simple substrate
geometries the ions impacting the substrate have average energies of around
10 to 20% of the applied bias voltage. With a typical applied substrate
bias of 1500-v dc, this gives an average ion energy around 200 eV, which is
sufficient to sputter clean the substrate prior to coating deposition. It
is important to remember that the majority of the energy is carried by the
energetic neutrals since the fraction of particles which are actually
ionized at any given instant is estimated at no more than 1% (and usually
much less). Deposition of a coating commences when the flux of atoms depo-
siting onto the substrate from the coating material source exceeds the rate
at which the substrate is being sputtered. Reactive ion plating allows
deposition of ceramic compounds such as TiN, ZrN, and A1203 through intro-
duction of reactive gases such as nitrogen or oxygen into the deposition
chamber. Dissociation of the reactive gas molecules and subsequent compound
formation with the metal flux are both enhanced by existence of the plasma.
4.3. Coating and growth

Ion plated PVD coatings follow basically the previously described Thornton
and Movchan-Demchishin zone models. Deposition under conditions approaching
evaporation (low levels of energetic particle bombardment) results in
coatings which are porous and columnar when deposited at low T/Tmp tem-
peratures and become more equiaxed and dense with increasing deposition tem-
perature. Similarly, with a fixed T/Tmp ratio, increasing the degree of
energetic particle bombardment results In increased film density and a more
equiaxed grain structure.

Explanations of these microstructural changes are based upon the effects
of the energies of the depositing ions and energetic neutral atoms. As
discussed previously for ion assisted sputter deposition, accormodation of
this kinetic energy into the first few atomic layers of the surface would
increase the average energy of the surface atoms thereby enhancing adatom
mobility and causing desorption of weakly bonded impurity atoms/molecules.
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The effects of this enhanced adatom mobility and improved surface cleanli-
ness would be to improved film density and improved film adhesion. These
impacting energetic particles would also sputter the tips of any rapidly
growing columnar grains thereby causing the valleys between the grains to be
filled and resulting in increased film density.
4.4. Coating microstructure
It is clear at this point of the review that evaporation and sputter depo-

sition PVD processes are In many ways quite similar to ion plating, espe-
cially when a bias is applied to the substrate. It is therefore not
unexpected that the microstructures of ion plated coatings are frequently
similar to those of the other PVD coatings. It is also true that the very
wide range of processing parameters possible with ion plating results in a
correspondingly wide variation of possible microstructures. Ion plating
processing parameters which have the most direct effect on microstructure
are applied substrate bias, plasma density (or Ion current density at the
substrate), deposition rate, and substrate temperature. Critical
microstructural factors include film density, columnar versus equiaxed grain
structures, residual stresses within the film, interdiffusion/reaction at
the coating/substrate Interface, and stoichiometry (degree of reaction) of a
reactively deposited compound. The following paragraphs will briefly
discuss, aided with experimental results, how ion plating processing parame-
ters affect several of the above mentioned microstructural features.
Microstructural studies of the films and film/substrate interfaces have
principally involved transmission electron microscopy (TEM) on film/
substrate cross-sections. Microchemical studies have mainly concentrated on
the film/substrate interface and the techniques used include energy disper-
sive x-ray analysis (in the TEM), Auger electron spectroscopy (AES), and
secondary ion mass spectroscopy (SIMS).
Detailed microstructural studies of metallic films ion plated onto

metallic and ceramic substrates show that increasing the applied substrate
bias and ion current density increases the film density, alters the film
grain structure from columnar to equiaxed, and increases film adhesion. As
part of a general study of ion plated metal/ceramic interfaces, copper films
have been deposited onto cordierite glass ceramic substrates under a range
of ion plating conditions (29,30). Cross-section TEM analyses showed
increasing film density as the bias voltage was increased from I to 3 to
5 kV. The columnar grains became coarser and more defect-free and at 5 kV
some equlaxed grains were found. As an additional benefit of the energetic
particle bombardment of the growing copper film, the adhesion was markedly
improved. Measurements of film adhesion using an epoxy bonded stub pull
test technique showed a more than 100 times increase comparing an evaporated
copper film to a film deposited with a 3-kV or greater negative bias (30).
Copper films deposited with applied substrate biases of negative 3 kV or
greater had adhesion failure stresses in excess of 70 MPa (10 ksi).

Development of a chemically graded film/substrate interface was generally
observed to occur for both metal/ceramic and metal/metal systems. For the
case of copper on cordierite, this interface was typically 10 to 30 nm wide.
For aluminum ion plated onto copper, cross-section TEM analysis showed the
interface width to be more than 100 nm. Secondary ion mass spectroscopy
(SIMS) analysis of copper films evaporated and ion plated onto fully
recrystallized copper substrates also indicated that the evaporated inter-
face was quite abrupt chemically while the ion plated interface was much
wider. It was further found that an Al-Cu intermetallic compound was
formed at the film/substrate interface. This is direct evidence of dif-
fusion which is being enhanced by defects created by energetic particle bom-
bardment during ion plating. The same pseudodiffusion effect promotes
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development of chemically graded film/substrate interfaces even when com-
pound formation does not occur.

As a final example of ion plating and the effects that the plasma has on
the deposition process, an ongoing study is examining the structure and pro-
perties of mixed Ti and Ru oxides deposited by simultaneous evaporation of
both metals in the presence of an oxygen-rich plasma (reactive ion plating).
Results have shown that a variety of crystal phases can be produced
depending on the operating parameters employed. Figure 3 is an SEM
micrograph of a fracture cross-section of an 85 at. % Ti, 15 at. % Ru oxide
film grown with an rf power density of 3.3 W/cm 2 on Corning 7059 glass. The
deposition temperature was approximately 4000 C, the deposition rate was 0.6
nm/s, the oxygen-to-argon ratio was 3:1, and the chamber pressure was
0.5 Pa. This film, which is clearly columnar and very dense, was unusual in
that x-ray and electron diffraction showed it to be single-phase rutile
(Ti0 2), with the ruthenium in solid solution. Films grown under conditions
where increased oxygen levels exist normally are mixtures of titanium oxide
and ruthenium oxide phases (31).

FIGURE 3. SEM micrograph showing fracture cross-section of a (Ti,Ru) oxide
film. The structure is single-phase rutile, with the 15 at. %Ru in solid
solution in the TiO 2 lattice.

5. SUMMARY
The objective of this review has been to summarize our present

understanding of basic and ion/plasma-assisted PVD processes and the thin
films produced by these processes. This review has discussed equipment
design and operation for each process and similarities between the processes
have been stressed. The basic atomic mechanisms of evaporation, sputtering,
and ion plating and film nucleation/growth processes and microstructures
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have been presented and discussed, again with similarities being stressed.
Finally, references have been suggested to the reader to allow a deeper
understanding of specific aspects of the topics covered in this review.
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ION BEAM ASSISTED DEPOSITION OF THIN FILMS AND COATINGS

F.A. Smidt
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1.INTRODUCTION
The bombardment of a growing film with energetic particles has been

observed to produce beneficial modifications in a number of characteristics
and properties critical to the performance of thin films and coatings such
as improved adhesion, densification of films grown at low substrate
temperatures, modification of residual stresses, control of texture
(orientation), modification of grain size and morphology, modification of
optical properties, and modification of hardness and ductility. The
earliest systematic studies of these effects are found in the work of
Mattox (1,2). Today a wide variety of deposition techniques such as biased
sputtering, activated reactive evaporation, ion plating, cathodic arc
deposition, and plasma assisted chemical vapor deposition utilize energetic
particle bombardment of the growing film to modify the properties of the
films (3,4).
In spite of the widespread use of the plasma based techniques listed

above, our understanding of the physical processes and mechanisms by which
the beneficial changes in film properties are produced is rather limited
due to the complex nature of the plasma processes and the inability to
independently vary the major process variables (5). A number of reviews
and topical articles have been written on ion beam based techniques and the
property modifications produced by the techniques (6-21).
One of the first issues which needs to be addressed is that of

terminology since a wide variety of terms is used in the literature to
describe essentially the same technique. The process of simultaneous
film deposition and bombardment with an independently controlled ion beam
has been called ion beam assisted deposition, ion beam enhanced deposition,
ion beam activated deposition and dynamic recoil mixing. All the above
provide a technically accurate description of the process. However, ion
assisted deposition and ion vapor deposition which have also been used to
describe the process are not accurate terminology since they emphasize the
effects of the ionized species rather than the energetic beam and are more
appropriately applied to processes such as plasma assisted chemical vapor
deposition (22) or ion plating. Ion beam assisted deposition is widely
used in the optical thin film literature (14-16) and appears to have
growing support among the other segments of the community so it will be
adopted in this review. Ion beam deposition is a technique in which the
ion beam is also the source of atoms deposited in the film (6,20). This
requires a beam in which the charged particle energy is less than the
energy at which the sputtering yield exceeds unity if any of the deposited
film is to remain. Ionized cluster beam deposition is a technique (11,12)
in which clusters of atoms are produced, partially ionized and accelerated

to a biased substrate. Ion beam mixing is the process in which a film is

first deposited on the substrate and then subsequently bombarded with an
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ion beam to "mix" the film with the substrate by elastic recoils.
The earliest description of an ion beam assisted deposition system

appears to be in 1976. Weissmantel (21-23) described the use of a dual ion
beau system to deposit films of Si, with one ion gun used for sputtering Si
from a target ant a second ion gun used to bombard the growing film with a
beam of 680 eV N2 ions. Dudonis and Pranevicius (24) presented a paper at
the same conference which described a system using an electron beam to
evaporate Si or Al films and an auxiliary ion gun to bombard the growing
film with oxygen ions at 5 keV. The field of ion beam assisted deposition
has thus developed over the past 12 years with earlier origins in ion
plating, biased sputtering and other plasma based methods. The past four
years in particular have seen a large increase in the number of papers
published in the field.
2.ION BEAM ASSISTED DEPOSITION (IBAD) SYSTEMS
A variety of experimental configurations have been used in IBAD systems

and the most suitable system depends strongly on the objectives of the
investigator's research. All current systems have advantages and
limitations which require trade-offs; there is no ideal all-purpose system.
The basic motivation for development of the IBAD process is the need for
independent control of the major process variables - vapor flux, ion flux,
ion energy, system pressure and substrate temperature. The IBAD system
combines some method of producing a vapor flux with some method of
producing an ion beam with the option of introducing a reactive gas at
partial pressures compatible with operation of the ion source.

Four configurations have been used extensively for ion beam assisted
deposition experiments. These are (a) a low energy Kaufman source used
with an electron-beam evaporator, (b) a high energy ion beam from an
implanter used with an electron beam evaporator, (c) a dual ion gun system
(where one Kaufman source produces an atom flux by sputtering and the other
from a target Kaufman gun is directed at the surface) and (d) an ionized
evaporant stream alone or with MBE sources.
An IBAD system of the Kaufman gun/e-beam evaporator type is illustrated

in Fig. 1. This system described by Van Vechten et al. (25) consists of a
3 cm Kaufman gun, operated at 0.5-1.0 keV with a N2 gas pressure of 2.7x10-
2 Pa and a beam current of 35 mA, and an electron beam evaporator in a
cryopumped Bell jar system with+a base pressure of 2.7x10"5 Pa. The source
produced a mixed beam of 89% N2 and 11% N

+ ions at a discharge voltage of
5OV. An area of 3 cm diam with a flux uniformity within + 5% and a
particle flux density up to lpA/cm2 was obtained on a substrate holder 31
cm from the source. The deposition rate of Si was monitored with a quartz
crystal thickness monitor masked from the ion beam and the ion current was
measured with a Faraday cup. These sensors were interfaced with a computer
to control the ion source power supply and the evaporator power supply so
the ion/atom arrival rate ratio could be accurately controlled. The system
has been used to deposit SiNx films with various predetermined values of x
up to stoichiometric Si3N4 . Similar configurations have been used by
Martin et al. (14) and McNeil (26). Advantages of this system are a high
ion current, nearly normal incidence of the ion beam on the specimen, large
area coverage by the evaporation source, high deposition rate,
compatibility with computer control of the deposition system, and
relatively low cost. Disadvantages of the system are sensitivity of the
beam shape and uniformity to adjustment of the grid system and gun
orientation, relatively high gas pressure (10-4 Torr), some contamination
of the film due to sputtering of the grids, multiple charge states and
molecular species and the presence of neutrals in the beam.
A Dual Ion Gun System was one of the first IBAD configurations developed
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by Weissmantel (23). A system of this type built by Harper, Cuomo and
Hentzell (27) is illustrated in Fig. 2. The system uses two ion guns of
the Kaufman type, one gun to sputter atoms from the target for deposition
on the substrate, and the other to directly bombard the growing film. The
sputtering gun usually uses Ar as the sputtering gas and is operated at a
fixed voltage. The bombarding gun may use Ar or a reactive gas and
typically operates between 0.5 and 1.5 kV. The system is pumped
continuously during deposition and the gas pressure is low enough to avoid
degradation of the beam but with two ion guns the gas load is higher than
the electron beam evaporator system. A quartz crystal film growth rate
monitor is used to measure the deposition flux and a Faraday cup is used to
measure the ion flux. Kay and his co-workers have used a similar system
(28). Advantages of this configuration are a high flux of ions for
bombardment of the surface, and low cost of the system. The disadvantages
are the same as those listed for the Kaufman/e-beam evaporator system plus
cross-contamination of the sputtering and direct beam ions. Another
possible complication is separating the effects due to bombardment by
energetic ions from the effects due to energetic sputtered atoms.
The third configuration consists of a high energy ion beam, either from

an implanter or a dedicated source and lens system, used with an electron
beam evaporator. This configuration frequently uses analysis to provide a
beam with well-defined mass and charge state (29-31), but a number of non-
analyzed high energy systems have also been reported in the literature
(32,33). A schematic of the system built by Kant et al. (29) is shown in
Fig. 3 to illustrate the geometry of a typical system of this type. A
vapor flux from an e-beam evaporator impinges on the substrate at 450 to
normal while a beam of high energy ions (30-200 keV) from an implanter
bombards the film growing on the substrate, also at an angle of 450. The
film growth rate is measured with a luartz crystal monitor, the current on
the sample is measured by a Faraday cup, and feedback to evaporator and
implanter power supplies are provided by computer control. Metallic
elements and gaseous elements are both available from the Freeman source
used in the implanter. Deposition can be performed under ultra-high vacuum
conditions or if desired, a controlled partial pressure of a reactive
species can be added. The advantages of this type system are the ability
to investigate the effects of high energy particles, the ability to
homogenize or mix thicker layers of film, the production of an ion beam
with single charge state and well-defined energy, versatility in the
species which can be implanted, and potentially a cleaner vacuum system
that can operate at lower pressure than a system with a Kaufman source.
The disadvantages are the low beam current (<300 pA), the inability to
reach low energies (unless a deceleration lens system is used), the non-
normal incidence of both the ion beam and vapor flux, and the high cost of
the system.
Greene and his co-workers have used the ionized and accelerated flux from

an effusion cell in an MBE system (34). The ion source is mounted on a UHV
flange approximately normal to the substrate surface and the flux is
accelerated by a bias on the substrate. Standard MBE effusion cells
provide one or more additional vapor fluxes for the synthesis or controlled
doping of ultra-high purity flims of electronic materials. The advantages
of this system are a beam with energies low enough to prevent damage in
sensitive materials (<50 eV) and compatible with UHV operation of an MBE
system. Ota 35 (50A) has also used a low-energy ion gun in a MBE system
for accelerated doping but his system used a Colutron ion source for
gaseous species and included analysis and acceleration capability.
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3.FUNDAH ENTAL PRINCIPLES OF ION BEAM ASSISTED DEPOSITION
3.1. Film Nucleation and Growth
The atomistic processes which can occur on the surface of a crystal are

illustrated in Fig. 4 (36,37). Impingement of atoms from the vapor occurs
at a rate given by,

R - p (2ffMkT) "1/2, (1)
where p is the pressure, M is the molecular weight; k is Boltzmann's
constant and T is the temperature. The single atoms striking the surface
diffuse over the surface until lost by some process such as re-evaporation,
formation of a critical size nucleus, capture by an existing cluster or
trapping at a special site. Each of these processes has a characteristic
time, controlled by the energetics of the process. The surface of a real
solid is rarely perfect and defects such as ledges, kinks, dislocations and
point defects modify the binding energy of an adatom or small cluster to
the surface and hence modify the energetics of the processes, particularly
nucleation. Finally, rearrangement of small clusters can occur by
interdiffusion with the substrate, surface diffusion to form a more stable
shape and annealing of defects.
Several modes of thin film growth have been observed in practice as

illustrated in Fig 5. The layer or Frank-van der Merwe mode involves the
growth of the film a layer at a time with complete coverage of the surface.
The island on Volmer-Weber type of growth results in the formation and
growth of islands several layers thick before complete surface coverage
occurs. The mixed or Stranski-Krastanov mode is an intermediate case in
which a monolayer first forms followed by the growth of islands. The
growth mode is controlled by the film-substrate interactions, producing
island growth when the condensing atoms are bound more strongly to each
other than the substrate and layer by layer growth when the interaction
with the substrate is stronger and monotonically decreases as each layer is
added (36).

The early stages of film nucleation and growth ultimately influence the
microstructure of a thick film or coating. Movchan and Demchishin (38)
showed that the microstructure developed in coatings was strongly
influenced by the substrate temperature expressed as a fraction of the
absolute melting point. Thornton (39) has reviewed the microstructure
development concepts for film growth by physical vapor deposition and
examined the influence of the structure on mechanical properties of the
film. The relationship between microstructure and processing conditions
can be expressed concisely in the structure zone diagram as shown in Fig.
6. The diagram shows schematically how the microstructure and surface
topography change with the substrate temperature (expressed as a fraction
of the melting temperature in oK) and Argon pressure used during
sputtering.

Zone 1 is characterized by columnar grains with pipes along the grain
boundaries and poor mechanical strength. The presence of high Ar pressures
increases the temperature at which Zone I structures are stable possibly
due to trapping of the gas at the boundary. The Zone 1 structure results
when adatom diffusion is too limited to overcome the effects of shadowing.
Shadowing produces open boundaries, particularly under conditions of
oblique flux, because the high points receive more flux than the low
points. Surface roughness may develop because of substrate roughness,
preferential nucleation on inhomogeneities or from the shape of the initial
nuclei. Zone T or transition microstructures are also dominated by
shadowing effects but have finer structures which appear fibrous and have
better mechanical integrity. Zone 2 microstructures form at Tm-0.3 -0.5 and
are dominated by adatom surface diffusion processes. The structure has
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columnar grains with good mechanical integrity at the boundaries, smooth
surface facets and there is little sensitivity to the inert gas pressure.
Zone 3 structures which form at Tm 0.5 are dominated by bulk diffusion

processes. Recovery and recrystallization processes typically occur in
this temperature regime, driven by the minimization of strain energy and
surface energy of the grains. Columnar grains recrystallize to form
equiaxed grain in Zone 3.
3.2. Energetic Ion/Solid Interactions.
The processes by which energy is transferred from an energetic ion to a

solid are important fundamentals for understanding how particle bombardment
interacts with the growing film to modify the microstructure and properties
of the film. The interaction of high energy ions with solids has been
extensively reviewed and treated by previous papers in this volume.
Thompson (40) and Davies (41) review the production of collision cascades
in the linear and high energy density regimes, Anderson (42) reviews
sputtering and preferential sputtering, Greene (8,9) also treats sputtering
in thin film deposition, Ziegler (43) provides a review of the fundamentals
of ion-solid interactions and a practical guide to the use of the computer
Code TRIM for such calculations, Averback (44) reviews the effects of the
cascade in ion beam mixing, and Rehn (45) reviews segregation and diffusion
resulting from point defect fluxes.
The impact of an energetic ion with a solid produces a variety of effects

as illustrated schematically in Fig. 7. The incoming ion loses energy by
inelastic collisions which produce electronic excitations and by elastic
collisions which displace atoms from their lattice positions. The
displaced atoms produce additional collisions in a short period of time and
the collection of events is called a collision cascade. Cascades which
occur near the surface sputter atoms from the surface and cause desorption
of adsorbed species. Vacancies produced in the cascade increase the
diffusion rate and interaction between interstitials or vacancies and
solute atoms can lead to segregation as the complexes diffuse to sinks.
The composition of the surface layers can be changed by implanting atoms,
preferential sputtering, ion mixing and segregation. Secondary electrons
and photons may be emitted from excited atoms in the surface and these
particles may in turn interact with atoms or molecules adsorbed on the
surface. The energy of the bombarding particle is an important parameter,
particularly in the low energy regime, because some processes such as
dissociation, desorption, defect production and sputtering have a threshold
below which the process does not occur.
4.EFFECTS OF ION BOMBARDMENT ON NUCLEATION AND EARLY STAGES OF GROWTH OF
THIN FILMS

It has been known since the earliest observations of plasma assisted

deposition and sputtering that bombardment of a surface with energetic
particles influences the nucleation and early growth stages of the film

(2,46). Early experiments with ion beam assisted deposition supplemented

these qualitative observations. Marinov (47) showed dramatic evidence for

the effect of 1-10 keV Ar+ ion bombardment of a Ag film deposited on

amorphous carbon at room temperature using the experimental arrangement
shown in Fig 8d. Ag atoms from an evaporation source were deposited on the
amorphous C substrate and a baffle was used to mask part of the substrate
from the ion beam. Figures 8a through 8c show an increase in island size
and a decrease in number density as a consequence of exposure to the ion
bombardment. Bombardment at higher values of surface coverage showed the
formation of crystallites with large denuded zones around them. Other

experiments showed ion bombardment increased the transport of deposited

atoms under a knife edge, produced a preferred orientation in the film and
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created nucleation sites on a cleaved rock salt crystal. Marinov
attributed the changes in nucleation and growth behavior to enhanced adatom
mobility.
Babaev et al. (48) found that IBAD deposition of Zn films on Cu20 and Sb

on NaCl decreased the critical pressure at which Zn deposited on Cu20,
increased the number of nuclei, increased the extent of surface coverage by
the condensate and decreased the size of islands. Pranevicius (49-50) and
Netterfied and Martin (52) found that films deposited by IBAD coalesced at
an earlier time and for thinner films than for vapor deposition.
Lane and Anderson (52) conducted detailed studies of nucleation and the

initial growth of Au films on NaCl using ion beam sputtering. The average
sputtered particle energy was quoted as 5 eV. The island density was
measured as a function of time, substrate temperature, and rate of
deposition using TEM. The results were compared with data from thermal
evaporation studies and analyzed using a rate theory approach. A plot of
log Ns , the maximum island density, vs I/T in Fig. 9 shows two regimes.
For T<2050C the adatom density was controlled by capture at islands while
for T>2050C the adatom density was controlled by desorption from the
surface.
Krikorian and Snead (54) conducted an extensive study of the nucleation

and growth of Ge films produced by thermal evaporation and ion beam
sputtering, deposited on amorphous C, graphite and CaF2 , and as a function
of substrate temperature. The sputtered flux increased the nucleation rate
and the number of nuclei. The substrate also has a major effect on the
nucleation kinetics with amorphous carbon producing greater acceleration
than graphite. This effect was attributed to changes in the adsorption and
diffusion energies of the adatoms. At low substrate temperatures the Ge
deposit was amorphous and all islands consisted of a single atom. The
island density was affected only by the deposition rate and sticking
coefficient. At higher temperatures in the normal nucleation and growth
regime, the effect of kinetic energy from the sputtered particles appeared
as an increase in adsorption energy, migration energy and effective
activation energy for nucleation.
Hasan et al. (55) using a partially ionized beam from an effusion cell

studied the nucleation and early growth of In films on Si(100) and on
amorphous Si3N4 in a UHV system. In on Si(l00) follows a Stranski-
Krastonov growth mode with deposition of 3 monolayers of In followed by
growth of polyhedral islands of In oriented along <011> directions.
Bombardment of the surface with 300 eV In+ disrupted the preferred
orientation, increased the nucleation rate of equiaxed islands, decreased
the thickness for island coalescence, decreased the number of islands and
increase the size of the remaining islands. Secondary nucleation, the
formation of new nuclei between existing islands, was suppressed. The
authors attributed these effects to sputtering and dissociation of small
nuclei and possibly to increased adatom diffusivity. Barnett, Winter and
Greene (56) showed unambiguously that preferential absorption sites are
produced by low-energy ion bombardment and measured the energy for Sb4
deposited on Si(l00) surfaces at 4250C. The normal adsorption energy on
this surface was 2.33 eV but the bombardment with 2 keV Ar+ produced an
additional site with an adsorption energy of 2.6 eV.

Sartwell (57) studied the growth mode of Cu deposited on Si (100) under
ion bombardment using Auger analysis to monitor the relative signal
strengths of Cu and Si. Ion bombardment of the substrate was provided by a
second ion gun using 500 or 1000 eV Ar+. The rate of attenuation of the
Auger signal from the Si substrate during deposition of Cu depends on the
mode of film growth. Island growth or Volmer-Weber mode would leave large
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areas of substrate uncovered prior to island coalescence, while layer by
layer or Frank-van der Merwe growth quickly covers the substrate. The

results of this experiment are shown in Fig. 10 (a-c) with the Cu/Si signal
strength plotted as a function of equivalent monolayers deposited.

Reference lines on the figures show the calculated trend for Frank-van der
Merwe (FM) growth (solid line) and for Volmer-Weber (VM) growth assuming
various fractions of surface coverage. The number of atoms deposited on
the surface were determined by proton-induced x-ray emission (PIXE). Cu
films deposited without bombardment followed a VW growth mode with between
25 and 50% surface coverage (Fig 10(a). Bombardment of the surface with
500 eV Ar+ ions caused a transition from VM to FM growth mode at between 3
and 5 monolayers (Fig. 10(b). The transition was sharpest for an arrival
rate ratio of 0.8 but with a discernable trend at an R of 0.51. An
increase of ion energy to 1000 eV produced the surprising result that the
growth mode had apparently reverted to VW, and the deposition at a R value
of 0.56 showed a lower fraction of surface coverage than at R-0.34. A
change from island growth to layer growth can be explained by an increase
in nucleation sites or resputtering from the existing islands but the
reversion to island growth mode at 1000 eV is not understood.
Gilmore et al. (58) have evaluated possible contributions of a thermal

spike to surface processes during ion beam assisted deposition of Au on
NaCl. Calculations led to the conclusion that a thermal spike created by a
100 eV Ar+ ion would have little influence on adatom diffusivity during
IBAD. The temperature pulse was limited to a radius of less than I nm for
a period of the order of 10- 12s which would activate only 1.2x10

-4 atoms
per event. At normal adatom densities this would produce a negligible

effect on adatom diffusivity.
kIn summary, there is clear evidence that ion bombardment of a growing

film influences the nucleation and early stages of growth. There is

however no single pattern of behavior with some observations showing an
increase in nuclei density and smaller size and some observations showing
fewer nuclei and larger sizes. This suggest- nucleation is a kinetic
process with several factors controlling ti.- rate equations. Ion
bombardment of crystalline surfaces does produce preferred sites with a
higher binding energy than normal sites. The presence of strong traps
produced by radiation damage would be expected to increase the number of
nuclei and decrease the effective migration rate. The creation of
preferred sites on amorphous surfaces would appear less likely and it is
interesting to note that large increases in island size such as observed by
Marinov occurred on amorphous substrates. Island growth can result from an
increase in diffusivity or a removal of small size clusters from the
population by sputtering. Momentum transfer to adatoms from the beam or
from sputtered atoms which would increase mobility seems possible and has
been seen in molecular dynamics simulations under specialized conditions
(59). More work is clearly required to elucidate the factors in ion beam
assisted deposition which control nucleation and early growth of thin
films.
5.EFFECT OF ION BEAM ASSISTED DEPOSITION ON MICROSTRUCTURE OF THIN FILMS
5.l.Densification of Films
One of the most important microstructural modifications produced by IBAD

is the densification of films deposited under conditions that would
nominally fall within Zone I of the Structure Diagram. Films deposited in
this regime have high porosity and low mechanical strength. Many film
properties are indirectly influenced by high porosity so there is great

interest in any process which will produce dense films at a lower substrate

temperature than required for PVD.
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One of the first definitive experiments showing film modification by IBAD

was conducted by Hirsch and Varga (60). They observed that Ge films

deposited on a glass substrate at room temperature could be made to adhere

to the substrate when deposited under IBAD conditions whereas the films

would normally spontaneously spall at thicknesses over 2 Am. They

conducted a series of experiments in which the critical current density to
produce adhesion was determined at Ar+ ion beam energies from 65 to 3000
eV. The critical current density was determined from the diameter of the
adherent film patch and the known beam profile (near-Gaussian). The

critical current density was found to have an E-
3/2 energy dependence. The

authors analyzed the experimental results in terms of a thermal spike model
in which stress relief in the film was produced by thermally activated
atomic rearrangements. Their model yielded an E 5/3 dependence and
correlated the critical current density with the point at which each atom
in the film was subjected to an activation event. Brighton and Hubler (61)

have reanalyzed the data using the Monte Carlo computer code MARLOWE.
MARLOWE is based on a binary collision model of the cascade and eliminates

many of the assumptions and approximations of the thermal spike model used
by Hirsch and Varga. Brighton and Hubler found an E

-3/ 2 energy dependence
that fit the Hirsch and Varga experimental data very well as shown in Fig.
11. The critical current density was found to correspond to the point at
which each atom in the film had been displaced once in a collision cascade.

Optical thin films are particularly affected by porosity and low density
because the adsorption of water vapor changes the refractive index. Martin
et al. (62) deposited ZrO2 films on borosilicate crown glass using electron
beam evaporation, an ion beam of either 600 eV Ar+ or 1200 eV 02 ions, and
substrate temperatures of room temperature and 3000 C. These temperatures
correspond to 0.1 Tm, and 0.2 Tm, both in Zone 1 of the Structure Diagram.
Films deposited without IBAD showed a substantial shift in transmittance
when removed from the vacuum system and exposed to air. Films prepared
with 1200 eV 02 beams showed a lesser shift which was dependent on current
density but no shift for current densities above 200 pA/cm

2 . Permeation of
water vapor in the films was studied by a nuclear reaction analysis for H
content and it was found that films prepared by Ar+ IBAD at 3000C had a
much lower H content than those prepared by thermal evaporation. The

density and refractive index of ZrO2 films prepared by IBAD were studied as
a function of processing conditions. IBAD with 600 eV Ar+ produced a

maximum film density at a current density of 50 pA/cm
2 while the refractive

index reahed a maximum value at 40 AA/cm2 before decreasing. IBAD with
1200 eV 02 produced a maximum film density at 120 pA/cm

2 (as shown in Fig.

12) and the refractive index retained its maximum value beyond the critical
current d~nsity. A similar study of CeO 2 at 3000 C (63) showed IBAD with

1200 eV 02 increased the packing density from 0.55 to 1.0. Targove et al.

(64) explored the correlation of densification (refractive index) of LaF 3
with an energy dependent parameter and a momentum dependent parameter. He

found the best correlation with the total momentum transfer, Ptot -
J(2mlE)1 / 2 where m is the ion mass and I is the energy transfer factor for
elastic collisions.

Kant (65) observed densification of TiN films prepared by reactive IBAD
using thermal evaporation of Ti in a N2 partial pressure of 1.3x10 "3 Pa,
bombardment with 40 keV Ti+ ions and an arrival rate ratio of Ti ions/Ti

atoms of 0.014. A profilometer trace across an area of the film deposited
under IBAD conditions and on a portion masked from the ion beam (PVD)

showed a large step. Energy dispersive x-ray analysis showed that both the

IBAD and PVD portions of the film had the same number of Ti atoms/unit area
within experimental error. The step height difference corresponded to a
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30% higher density in the IBAD film.
Computer modelling studies by Miller have provided insight into the

mechanisms responsible for the densification. A recent conference paper
(66) provides a concise exposition of the most important results from
papers over the past three years. Mdller started with a two-dimensional
film gruwth model of the type developed by Dirks and Leamy (67) to
demonstrate the development of a columnar microstructure with voids under
the low adatom mobility conditions which lead to shadowing in Zone I
(68,69) Mdller's most recent work (70,71) has used a 2-d molecular
dynamics simulation with a Lennard-Jones potential for atom interactions
and a zero substrate temperature to examine microstructure, average density
and epitaxy. The initial study examined deposition of atoms with low
energies in the vapor deposition and sputtering ranges. Densification
increased with energy and exceeded a relative density of 0.9 for energies
typical of sputtered particles. Particle energies up to 100 eV were
investigated to examine effects produced by IBAD using film parameters for
Ni. Fig. 13 shows that atomic rearrangements are produced in a collision
sequence which results in both a collapse of voids in the structure and
transport of atoms on the surface. Packing density was found to increase
with arrival rate ratio for a given energy in agreement with experimental
observations of a critical current density. These KD simulations show that
forward recoils of film atoms to fill voids, or keep them open until filled
by the vapor flux, and some contribution to the mobility of surface atoms
are the primary mechanisms by which ion bombardment promotes densification
of films deposited under conditions of low adatom mobility.
5.2. Grain Size and Grain Morphology

It has previously been noted that the grain size and grain morphology of
PVD films is a strong function of substrate temperature, or more
specifically the dominant nucleation and growth process in a particular
temperature regime. Since IBAD has been shown to modify the nucleation and
early growth stahes of film deposition, it would be expected to influence
grain size and morphology.
Bland et al. (2) and Thornton (39) noted that ion bombardment disrupted

the columnar structure and open boundaries in Zone 1, or if heating of the
substrate occurred, produced some grain growth. Hibbs et al. (72)
conducted a detailed study of the effect of substrate temperature,
substrate bias and substrate material on microstructure development in TiN
films deposited by magnetron sputtering, the results of which are
summarized in Table I. Films grown on high speed steel had a bimodal grain
size distribution which was not found in films grown on stainless steel
substrates. The bimodal structure was shown to be a result of epitaxial
nucleation on carbides in the HSS. Films grown without bias showed
substantial growth of the grain population between 550 and 6500 C. Addition
of substrate bias produced bombardment of the growing film with 300 eV ions
at an arrival rate ratio of 0.6. The ion bombardment disrupted the bimodal
grain growth in HSS, produced a dense structure with no voids at the
boundaries and reduced the grain size to 50 nm for both HSS and SS
substrates. The addition of substrate bias reduces the grain size by
causing continual renucleation of the grains.
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TABLE I - Morphology and Microstructure of TiN Films Deposited by Magentron
Sputtering at Various Substrate Temperatures (72)

Bias and 2000 C 4000 C 5000 C 6500 C
Substrate (0.15Tm) (0.2lTm) (0.26Tm) (0,29Tm)
0 70,700 nm 70,400 nm 80,500 nm 150 nm
HSS F+V, Zone T F+V, Zone T C+V, Zone II F+V, Zone T

-300V - - 50 rnm
HSS F+D, Zone T

0 110 rm
SS F+D, Zone T

-300V 50 n
SS F+D. Zone T

HSS - High Speed Steel F - Fibrous Structure
SS - Stainless Steel C - Columnar Structure

V - Void
D - Dense Structure

A few studies have examined the effect of IBAD parameters on grain size.
Parmigiani et al. (73) in studies of grain size in Cu and Ag films
deposited by IBAD found the grain size decreased with ion energy up to 50
eV/atom. Zieman and Kay (74) in a study of biased sputtering of Pd films
found that a minimum grain size was produced at an average deposited energy
of 80 eV/Pd atom. Roy et al. (75) found the grain in size of Cu decreased
with increasing R at 600 eV but was independent of R at 62 eV as shown in
Fig. 14. Data on AIN (76) prepared by dual ion beam sputtering showed an
increase in grain size of AIN with increasing ion energy in the range 100-
500 eV with an attendant change in morphology from elongated fibrous grains
to equiaxed grains.

Films grown under conditions of biased sputtering or ion beam assisted
deposition generally show a decrease in grain size in both Zone 1 and Zone
T temperature regimes and a disruption of columnar grain structures. This
reflects the influence of ion bombardment on nucleation of grains.
Occasional observations of an increase in grain size indicate other factors
which might promote grain growth, such as a higher substrate temperature or
high strain energy, are present and may dominate in certain materials.
5.3.Development of Texture in Thin Films
A frequently reported observation from experiments on the deposition of

thin films by IBAD is the development of a preferred orientation or
texture in the films. A number of studies on texture development under ion
bombardment have been conducted, eg., Ag (47,28,77,78), Au (78), Cu (78-
80), Ni (81,82), Si (83), Ni-Fe alloys (84), AIN (76) and TiN (65,85).
Dobrev (78) recognized at an early stage that the development of texture

was correlated with the channeling directions of ions in the crystal
lattice and that the density of energy deposition would be inversely
related to the depth of channeling. Thus, in a FCC crystal, the ease of
channeling is in the order <110>, <200>, <111>. Dobrev suggested that in a
polycrystalline film the crystallites with easy channeling directions
aligned to the beam would remain the coolest in the resulting thermal spike
and would thus serve as nuclei for recrystallization of the surrounding
matrix as illustrated in Fig. 15.

Van Wyk and Smith (79) independently came to the same interpretation
based on their studies of the development of a preferred orientation in Cu
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films which were vacuum evaporated and then bombarded with 40 keV Cu+ ions.
Harper et al. (80) observed the development of a strong (110) texture,

with azimuthal orientation as well, in bcc Nb films deposited in a dual ion
beam system when the secondary 200 eV Ar+ ion beam was oriented at 200 from
the glancing angle. This orientation allowed (110) planar channeling to
produce the constrained azimuthal texture without disrupting the (110)
fiber texture normal to the substrate. The degree of orientation increased
with current density (or arrival rate ratio) but was independent of
temperature. It was noted that 1 ion per film atom was required to produce
a preferred orientation as compared to 0.03 ions/atom to relieve the stress
in a vapor deposited film.
Bradley et al. (86) have developed a model to explain the development of

preferred orientation due to low energy ion bombardment during film growth
which is based on the difference in sputtering yields for different
orientations rather than reorientation during recrystallization. Both
effects are of course based on the same phenomena of the variation of
energy density with channeling direction. This model starts with the
assumption that one crystal axis is fixed normal to the plane of the
specimen but azimuthal orientations were random. Crystallites with high
sputtering orientations are removed more rapidly and newly deposited
material grew epitaxially on the low sputtering yield orientations.

Typical observations on ion beam induced texture development can be

summarized as follows: Thin films of PVD deposited materials normally

deposit with the planes of highest atomic density parallel to the substrate

so FCC films have a <111> texture, BCC films have a <110> texture and

hexagonal close packed films have a <0002> texture (for ideal c/a ratios).
The easiest channeling directions in each structure are as follows (87):

FCC - <110>, <100>, <111>
BCC - <111>, <100>, <110>
HCP - <1120>, <0002>

Ion bombardment causes a shift in the preferred orientation to alignment of

the easiest channeling direction along the ion beam axis. Thus, an ion
beam at normal incidence on an FCC film will cause a shift in orientation
from <111> to <110> texture. A beam incident at an angle will produce a
different texture depending on the crystallography. Kant (65) for Example,
saw a shift in texture from <111> to <100> when a TiN film (FCC) produced
by IBAD was bombarded at 450 to normal and Nagai et al. (84) strengthened
the <111> texture by bombarding Ni-Fe films at a glancing angle. The
texturing effect appears to be most sensitive to high energy beams because
of the larger volume affected per ion and the deeper penetration. There is
a threshold for the onset of texturing as noted in the modeling done by
Bradley et al. (86) and in studies with particularly low arrival rate
ratios (28,77,74) no change in orientation was observed. Substrate
temperature was also found to be important and at higher temperatures
(5000C) the preferred orientation of Cu films was lost due to large scale
recrystallization (78).
5.4. Eiuitaxial Growth

Ion bombardment has been observed to influence the epitaxial deposition
of thin films in numerous examples as noted by Greene (9). Babaev (48)
reported a decrease in epitaxial temperature from 230 0C to 150 0C for Sb

deposited on NaCl, Pranevicious (49) found a decrease in epitaxial
temperature from 6500C to 250-3000C for 50 eV Si+ on Si, Narusawa et al.
(88) reported a decrease in epitaxial temperature of 100 to 150 0C with a

increase in ionized flux in an ion plating system, Itoh et al. (89)

reported a decrease in epitaxial temperature for Si on (111) Si above a

critical current density and Ueda (90) reported several additional
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examples. Yagi et al. (91), Ota (92) and Aleksandrov, (93) all report

lowering of the epitaxial temperature by ion beam deposition of Si or Ge.
Yamada et al. (94,95) have successfully grown epitaxial films of Al on
(111) and (100) Si at room temperature using the ionized cluster beam
technique. Perhaps the most complete examination of the effect of process
parameters on film properties was a study by Yamada and Tori (96) using an
accelerated beam of ionized SiH4 from an ECR microwave source to deposit Si
on Si (111). The epitaxial temprature was lowered from 550

0 C to 425 0 C with
300 eV ions but increased to 4750 C for 400 and 500 eV ions. Mechanisms
suggested for the lowering of temperature are break-up of native oxide film
on the surface which makes nucleation on clean metal easier, addition of
damage which produces nucleation sites and the addition of energy to
convert a physisorbed atom to a chemisorbed atom. Mdller (71) has
suggested that the degree of perfection in films contributes to epitaxy and
has shown by 2-d molecular dynamics calculations that the degree of epitaxy
is influenced by arrival rate ratio and energy, with high perfection films
formed by 100 eV ions at an R-0.16.
5.5. Defect Production and Annealiny in Ion Beam Assisted Deposition
Experiments
Relatively little work has been published on the production of defects

and their annealing during ion beam assisted deposition. This is more
likely due to the relative newness of the field than the absence of the
effects known to occur in neutron and charged particle irradiations. In
addition most IBAD films have been grown in a limited temperature range
because of experimental constraints, i.e., room temperature if the

apparatus had no capability for heating the substrate.
One series of experiments that has provided direct evidence of defect

production and annealing applicable to ion beam assisted deposition is the
direct ion beam deposition of Si and Ge films conducted by Appleton's group
at Oak Ridge National Laboratory (20,97,98). A 40 eV Ge+ deposition on

Si(l00) at room temperature produced no discernable damage in the Si
substrate thus indicating a possible damage threshold.
Another paper of relevance to defect production and annealing on IBAD

films is the work of Huttman et al. (99) in which epitaxial TiN films were
grown on MgO substrates by reactive biased magnetron sputtering. At 0

bias, the damage varied from a high density of loops (5XlO12 /cmz ) at the
lowest temperature where epitaxial growth occurred (550

0C) to a density of
l.5X101 0 /cm-2 at 8500 C. The defect density was found to be a function of
both bias voltage and substrate temperature. At low bias, and low
temperature defects were primarily introduced through imperfections in the

crystal growth because of low adatom mobility. As the bias increased,
additional defects were produced by the ion bombardment and diffusion was

enhanced so that the dislocation structure annealed out until the defect
production rate became so high the defects could not anneal out and
extended defects nucleated and grew.
6.ION BEAM ASSISTED COMPOUND SYNTHESIS AND DEPOSITION

Ion beam assisted deposition provides the ability to precisely control
the material fluxes as well as the processing conditions so it has found
use in the synthesis of compound of thin films for a variety of
applications. The problems of film deposition for controlled
stoichiometry, are shown schematically in Fig. 16. The composition of the
growing film is the net result of the deposition of atoms, implantation of

energetic particles (ions and neutrals), the impingement of atoms from the
gas phase and the loss of material from the surface by ion reflection,
sputtering and desorption. The sputtered flux is of course dependent on
the surface composition and so internal diffusion and segregation, perhaps
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enhanced by the radiation, must be considered. The deposition is monitored
by probes such as Faraday cups and deposition rate monitors which may
require corrections to give the actual fluxes on the film surface.
Compound synthesis by IBAD tends to fall into one of three types, allowing
some simplification of the general case. If an inert ion bombards the
surface in the absence of a reactive gas the primary effect on composition
is through sputtering (8,62). If one of the constituents is added in the
ion beam by implantation, the ratio of fluxes in the ion beam and vapor
stream control stoichiometry, at least to a first order approximation
(27,100,101). If a high energy ion beam or an inert gas ion beam is used
to stimulate the surface at low values of arrival rate ratio in the
presence of a reactive gas, then the composition is primarily controlled by
reaction of the gas on the surface (29.102,103,104). This case is termed
reactive ion beam assisted deposition by analogy with reactive evaporation
and reactive sputtering.
7.APPLICATIONS OF ION BEAM ASSISTED DEPOSITION

The control of microstructure and film properties afforded by ion beam
assisted deposition offer many possibilities for thin film applications.
Applications which have been investigated include stress control, adhesion
enhancement, modification of surface mechanical properties, improvement of
optical properties and modification of electrical properties including the
synthesis of superconducting thin films. The most advanced of these
applications is the deposition of thin films for optical applications.
7.1. Stress Control in Thin Films

Thin films deposited by PVD, CVD, and electrodeposition processes all
khave a residual stress in the film (105) which may be manifested by

cracking or spalling of the film or by bending of a thin substrate. The
stress may arise from a mismatch in the coefficient of thermal expansion
between the substrate and the film if deposited at high temperature and
measured at a lower temperature or from a mismatch in the elastic modulus
if deposited on a substrate under stress. Another contribution to the
residual stress is the intrinsic stress in the film which may be caused by
a variety of effects such as contamination by impurities, the presence of
defects, removal of defects after deposition and the occurrence of solid
state transformations. The intrinsic stress can be influenced by film
deposition conditions and control of stress is often one of the properties
of concern when optimizing film deposition parameters. The residual stress
in a film may also influence the adhesion of the film to the substrate.
The ability of ion bombardment to relieve the stress in vapor deposited

thin films of Ge (60) has already been discussed in the section on as
densification. Hirsch and Varga used the critical current density to
prevent film spallation as a sensitive index of microstructural changes and
stress relaxation in the film. They attributed the stress relaxation to
annealing of the film by thermal spikes.
A number of studies have measured the stress in the film as a function of

process parameters using bending of the substrate or x-ray diffraction
techniques to determine the stress. Hoffman and Gaerttner (106) deposited
Cr films while simultaneously bombarding the film with 11.5 keV Ar

+ and Xe+

ions. The stress was found to vary as a function of ion to atom arrival
rate ratio and at an R value of about 0.003 the stress reversed from
tensile to compressive. The critical dose to produce stress reversal was
studied as a function of substrate temperature (70, 300 0C) ion mass (Ar+ ,

Xe+ ) and energy (3.4, 11.5 keV) and found to correlate best with a momentum
transfer parameter. Cuomo et al. (107) studied the stress changes in Nb
films deposited by IBAD over a range of process conditions, 100-800 eV Ar+

ion energy, 30-4000 C substrate temperature, and arrival rate ratios from
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.003 to 0.1. The stress was tensile in films deposited at 4000 C with no
bombardment and decreased to 0 or even became compressive with increasing
current density. Specimens deposited at temperatures of 30-1000 C had a
compressive stress which became tensile with increasing ion current. Films
deposited at 150 and 2000 C had tensile stresses with no ion bombardment,
reached a maximum tensile stress at low current densities and then
decreased in stress at higher current densities. Cuomo et al. attributed
the stress relief to two factors; a removal of oxygen impurities which
produced tensile stresses and an annealing or compaction of the structure.
Critical arrival rate ratios to produce stress changes were in the range
.03 to 0.06 and an energy/atom value of 3 eV was calculated (for R-.03).
The IBM San Jose group has used x-ray diffraction techniques to measure

lattice expansion, (Ad/d) and stress in Ag (28), Pd(74) and Cu, Ag, Pd and
Ni films (108) produced by biased sputtering (74) and dual ion beam
deposition (28,108). An expansion of the film normal to the substrate
peaked at an average energy per atom of 40 eV, decreased slightly and then
remained constant. The expansion normal to the film resulted in a
contraction in the plane of the film to produce a compressive stress of 450
MPa in Ag films (28). Yee et al. (109) studied stress relaxation in WSi2
films deposited by IBAD and found the film stress to depend on substrate
temperature (amorphous or crystalline film) and arrival rate ratio.
A few measurements of stress have been made on dielectric films of SiO 2

and TiO2. Allen (110) found the stress of amorphous SiO 2 films was
compressive and decreased with increasing 02+ beam current, while amorphous
TiO2 films had a tensile stress which increased with beam current. McNeil
et al. (111) measured stress in SiO2 and TiO2 films. Si02 had a
compressive stress which was reduced slightly by increasing arrival rate at
30 eV and 500C, 700 eV and 500C, and 700 eV and 250°C. TiO 2 films also had
a compressive stress which was not effected by increasing beam currents at
30 eV and 1000C. McNally et al. (112) measured the stress change in Ta205
films deposited by IBAD and found compressive stresses which increased with

02+ current density for bombardment with 300 and 500 eV ions at 1000 C.
Jacobs et al. (113) studied the effect of IBAD on adhesion and intrinsic
stress in MgF2 films deposited at 300C with bombardment by 50 and 300 eV
Ar+ ions at an ion/atom arrival rate ratio of 0.45. Stresses in the IBAD
films were relatively low and attributed by the authors to the
incorporation of impurities in the film (7-10% oxygen).
The most detailed study of stress relaxation produced by IBAD was

conducted by Wojciechowski (114) using a laser triangulation method to
monitor deformation of a thin Kapton disk in situ. Deposition parameters
explored included energy - 170-1500 eV, R-.022-2.2, energy/atom-37-2000 and
temperature 100-2500C. The stress changes observed in a permalloy (Fe-Ni)
film bombarded with 300 eV Ar+ ions are summarized in Fig. 17. The stress
in films deposited without IBAD was tensile at thickness up to 3.5 nm,
became compressive from 5.5 to 8 nm and then became tensile again for all
thicknesses above 8 nm. IBID increased the tendency toward compressive
stress and films deposited with R>0.22 had a compressive stress at
thicknesses up to 100 nm. Similar trends were observed with Ge and Si0 2
films. In general there were 3 regions of film growth which exhibited
unique stress behavior, (a) an interface region approximately 5 nm thick
which was dominated by the substrate, (b) an intermediate region from 5 nm
to several 10's of run where the stress was compressive and quite sensitive
to IBAD conditions, and (c) a bulk film growth condition where little
change occurred in the intrinsic stress. A rather surprising result of
these experiments was the finding that the critical current density to
produce a compressive stress in the films was not sensitive to ion energy
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(or to energy/atom).
Stress modification by ion beam assisted deposition is a complex

phenomena which under various conditions has been shown to include
relaxation or annealing of defect structures in films deposited under

conditions of low adatom mobility, the addition of impurities to the film,
the removal of impurities from the film by preferential sputtering, and the
implantation of the beam ions. Films deposited at elevated temperatures
must of course be corrected for the thermal stresses to get the true
intrinsic stress. Cascade annealing effects have been shown to follow an
E-3/2 energy dependence and to occur at R values of .01 to .001 (60,61).
Stress changes due to ion implantation are expected at substantially higher
R values and the depth dependence of stress would depend on factors such as
the energy and the size of the implanted atom. Impurity effects are likely
to occur at intermediate R values.
7.2. Improvement of Adhesion
One of the major advantages claimed for plasma based techniques such as

sputtering and ion plating is the improvement in adhesion of the coating
(2-4). This improvement in adhesion would be expected to apply to IBAD
coatings as well, but only a few studies have been conducted to date and
none of those have included a comprehensive study of the effect of
processing conditions on adhesion. However, extensive work has been done
on the effects of post-deposition ion bombardment and ion mixing on
promoting adhesion. An excellent review of the subject and a list of 33
references to experimental data is given by Baglin (115). The adhesion of
a coating has two major factors involved, the residual stress in the
coating and the strength of the bonding between the coating and the
substrate. The effect of IBAD on the intrinsic stress in a thin film was
discussed in the previous section and the effect on bonding will be
considered in this section.

Enhanced adhesion by ion bombardment was reported by Collins et al. (116)
for Al on soda glass as early as 1969 and a patent was granted to
Gukelburger and Kleinfelder for the process in 1972 (117). However
systematic studies of adhesion improvement have only recently been
performed. One of the first issues to be addressed was the relative
importance of nuclear stopping processes compared to electronic stopping
processes. Baglin et al. (118) bombarded Cu films on A1203 with 250 keV
Ne+ and 200 keV He+ ions and measured the bond strength with a peel test.
The energy deposited into electronic processes was nearly equal for the two
ions while the energy deposited in nuclear (elastic) collisions was an
order of magnitude larger for the Ne ions. The results are shown in Fig.
18 for both the initial experiments and a post-bombardment anneal. The
peel strength for the initial bombardment is seen to increase with dose up
to IxI016 ions/cm2 and then saturate. The Ne+ produced a lOx larger
increase in strength than the He+ bombardment in accord with the ratio of
nuclear stopping powers. A post-irradiation anneal produced an even
greater increase in strength but with a reversal of the effectiveness of
the ions. The increase in bonding after the anneal was attributed to a
rearrangement of atoms at the interface to reform broken tonds into a
stronger bonding configuration. The formation of Ne bubbles at the
interface may weaken the bond for that system. Ingram and Pronko (119)
found a very strong correlation between nuclear energy loss and the
threshold dose for adhesion of the scotch tape test for Cu films deposited
on Mo. The threshold dose for adhesion correlated with the magnitude of
nuclear energy loss for ions ranging between 5 MeV Au+ and 2 MeV He+ and
was between 1.1 and 2.9 displacements per atom (dpa) for all ions except
He, for which the films did not adhere.

j iummi / i.- -
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Tombrello and coworkers (120,121) have bombarded a number of systems of
metal films on dielectric, semiconductor and metal substrates with MeV ions
and observed an increase in adhesion using the threshold dose to pass the
scotch tape test as the failure criteria. A model was proposed in which
the improved adhesion was attributed to formation of new interface bonds as
a result of electronic excitation. The formation of bonds requires
electron transfer across the interface and the transfer was described by
the Richardson-Dushman equation,

i a T2exp(-O/kT), (2)
where T is a local temperature determined by the energy deposition and 0 is
the work function. Subsequent experiments have raised questions about the
general validity of the equation and the failure to include nuclear
collision effects limits the utility of this model.

The importance of contamination effects was demonstrated by Baglin (122)
for Cu films deposited on A1 203 after several surface treatments and ion
bombardment. The treatments consisted of a sputter cleaning of the surface
and (a) exposure to 02, (b) wash with water or (c) wash with ethanol. The
results, indicated that ion bombardment was ineffective in improving
adhesion of a hydrocarbon contaminated interface, produced no improvement
on a well bonded surface produced by heat treating and produced
intermediate levels of enhancement for other conditions.
A final insight into the role of ion beam enhanced adhesion is the work

of Dallaperta and Cros (123) who studied the adherence of Au films on Si
and native oxide Si0 2 using a UHV system and electron irradiation of the
surface. They found excellent adhesion of Au on clean Si with no
enhancement by electron bombardment. Au films did not adhere to an
oxidized surface at all unless bombarded by electrons. Auger electron
spectroscopy showed the role of the electron bombardment was to reduce the
Si0 2 and permit the formation of Au-Si bonds.
Among the few examples of ion beam assisted deposition in which adhesion

has been addressed, Franks et al. (124) appears to have been the first to
apply the technique with improvements noted for Au deposited on Si and Ge
and Pt deposited on Ge using a scotch tape test and a pin pull-off test to
measure adhesion. Hirsch and Varga (60), discussed in the previous
section, studied the effect of current density and ion energy on the
spontaneous spallation of Ge films on glass. Improved adhesion was
attributed to relaxation of the intrinsic stress in the film by cascade
annealing. Nandra et al. (125) studied the adhesion of Au films deposited
on Cu substrates under various IBAD conditions. Adhesion was highest for
coatings which were sputter cleaned prior to deposition or sputter cleaned
and deposited under IBAD conditions.
McNally et al. (126) reported improved adhesion of SiO2 and MgF2 films

deposited on heavy metal fluoride glasses which are very soft and sensitive
to heat treatment. A film deposited by IBAD with 300 eV 02+ ions at 1500 C
produced abrasion resistant and adherent films on sputter cleaned
substrates. Jacobs et al. (113) studied adhesion of MgF2 films deposited
on fused silica by IBAD using a pull-off test. The best adhesion was
obtained with 10 eV Ar+ ions at an R value of 0.11, while the lowest value
was obtained for 600 eV ions at an R value of 0.9. Ensinger et al. (127)
deposited Si films on steel substrates and compared several post-deposition
ion bombardment conditions with IBAD using 6 keV Ar+ ions. Samples cleaned
with a chemical etch had poor adhesion while all samples with ion
bombardment and ion beam assisted deposition exceeded the bond strength of
the epoxy.
Kant et al. (102) reported substantial improvements in the adhesion of

TiN films prepared by reactive IBAD with high energy (30 keV N2
+ ) ions. A
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graphic illustration of the effect is shown in Fig. 19 where the film on
the left deposited under PVD conditions delaminated when a diamond indenter
was moved across the surface while the film on the right deposited with
IBAD showed excellent adhesion. The film prepared by IBAD remained
adherent to the AISI 52100 even after deformation to depths 20 times the
film thickness at a load of 50 N. Subsequent tests under cavitation
erosion conditions (29) also demonstrated the adherent nature of these
films. Sato et al. (32) have also reported improved adhesion of TiN films
on an Al alloy when prepared by ion beam synthesis with a 40 keV N2

+ beam.
In summary, it is clear that good adhesion requires a clean surface as a

starting point and sputtering during ion beam assisted deposition promotes
this cleanliness. Atomic displacements at the interface can promote break-
up of thin contaminant layers and cause rearrangement of bonds at the
interface more effectively than electronic excitation by high energy tons
although these too have an effect. The nature of the interface
interactions is highly specific to the film/substrate systems involved and
is difficult to generalize.
7.3. Modification of Surface Mechanical Properties
Ion beam assisted deposition has the potential to modify surface

mechanical properties such as hardness, friction, wear and fatigue through
several of the process characteristics already discussed. Improved
adhesion is a critical factor for the development of hard coatings for wear
and fatigue applications since non-adherent coatings generate debris that
accelerates the failure process. The low process temperature is also of
critical importance in depositing coatings on substrates that may be
softened or otherwise damaged by overheating. The synthesis of unique or
metastable materials in thin film form such as cubic boron nitride or
diamond is also another potential attraction of IBAD. Finally, the control
of microstructural variables such as columnar grain morphologies, grain
size and film orientation, provide another incentive for use of ion beam
assisted deposition.
Kennemore and Gibson (128) conducted qualitative abrasion tests on MgF2

films deposited on quartz with and without IBAD and found films prepared at
room temperature by IBAD and at 3000C without IBAD were hard and abrasion
resistant while those deposited at room temperature without IBAD were soft
and scratched easily. McNally et al. (126) deposited MgF2 films on soft
heavy metal fluoride films at 1000 C using IBAD and found excellent abrasion
resistance in the film. Colligan et al. (129) reported improved wear for
Si-N films deposited on steel substrates.
The system which has received the most study for surface mechanical

properties is TiN. Kant et al. (29,102) produced highly adherent films of
TiN by reactive IBAD using high energy ions. These films had a coefficient
of friction of 0.2 in contact with a steel slider and were found to be
ductile and surprisingly soft (21). A study of friction, wear and abrasion
resistance of 0.2 pm thick TiN films deposited on a variety of substrates
(M50, 52100 steel, B4C, A1203 , Ni) showed that the IBAD films were 25%
softer than reactively sputtered TIN and had an abrasion resistance with 3
pm diamond polishing compound only 1/25 that of reactively sputtered TiN
(130). IBAD films deposited on SiC were tested in pin-on-disk wear tests
at contact stresses greater than 1 GPa (140 ksi) and were found to have
good wear resistance because of the excellent adhesion of the films. Thin
coatings of reactively sputtered TIN failed by decohesion while IBAD films
of comparable thickness maintained their integrity. No significant
differences in surface mechanical properties have been seen for R values
from 0.001 to 0.2, ion energy values from 30 to 190 keV, or bombardment
with N+ or Ti+ ions. The only significant differences noted between

E,
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samples were an increase in the breadth of the interface with increasing R
values and a decrease in oxygen content of the film from 30 at% at R-O.002
to 10 at% at R-O.2 (29). Additional experiments on the synthesis of TiN by
reactive IBAD (103) revealed the critical importance of control of the
nitrogen gas flux to the growing film. A low energy IBAD system with a
Kaufman gun producing a 500 eV Ar+ beam was used to activate surface
reactions with N2 at a partial pressure of 2x10

"4 Pa. Both the N2 molecule
to Ti atom arrival rate and the Ar ion/Ti atom arrival rate ratios had to
be controlled to produce golden colored, hard TiN films. Optimum
conditions were a N2/Ti ratio of 0.5 and an Ar+/Ti ratio of 0.3-0.4. Films
produced under these conditions had very low oxygen contents and a Knoop
hardness of 25.5 GPa with a 0.05 N load.

Sato et al. (32) deposited TiN films up to 15 um thick on an Al-11 Si
substrate by ion beam synthesis using a 20 key beam of unanalyzed N2+ and
N+ ions to introduce the nitrogen. Microhardness and pin-on-disk wear
tests showed the films to be hard and wear resistant. These films had less
oxygen contamination than those made by Kant but were a mixture of TiN and
TiNx (X>A).

The hardness of TiN films is known to be affected by composition and
microstructure (72,131). The hardest films are formed in the 2-phase
region with Ti2N and TiN. Pure stoichiometric TiN has a Vickers hardness
of 19.6-21.6 GPa while films containing Ti2N approach 39.2 GPa (131).
Reactively sputtered films deposited under conditions where voids were
created at grain boundaries were observed to soften the films (72). High
magnification TEM micrographs of the soft films produced by Kant showed a
fine grained structure of equiaxed grains 7.5 nm in diameter and a through-
focus series showed the grains to be outlined by a network of micropores
(21). A similar network of pores has been seen in amorphous Ge films
produced by biased sputtering (132). This fine-grained microstructure
outlined by pores appears to be responsible for the unusually high
ductility and low hardness of these films. Hard TiN films with no porosity
at the grain boundaries have recently been produced by reactive IBAD by
precise control of the N2 partial pressure (103).
A new area of interest in surface mechanical properties developed in 1985

with the discovery that ion beam treatment of solid lubricant films
improved their properties. Hirano and Miyake (133) found that ion beam
mixing of a WS2 film deposited on 440C by sputtering and subsequently ion
beam mixed with 50 keV Ar+ showed a coefficient of friction in vacuum as
low as 0.01, compared to .04 for the sputtered film, and showed double the
wear life in a reciprocating slider wear test. The improvement was
attributed to the formation of WS2 crystallites in an amorphous matrix.
Kuwano and Nagal (134) subsequently used dual ion beam sputtering to
deposit dual layer coatings of MoS 2 and hard coats of B, TiB 2 , B4C and BN
on steel substrates. Low coefficients of friction were observed even in
air and were maintained for 104-105 cycles. All coatings bombarded with
1.5 keV Ar+ ions during growth were crystalline while those not bombarded
were amorphous. However, bombardment with 2.0 keV ions appeared to
introduce some damage in the films. Kobs et al. (135) used high energy (up
to 400 keV) ion beam mixing of sputtered MoSx (x - 1.6-1.9) films deposited
on M2 tool steel to improve the wear life of solid lubricant films in a dry
nitrogen atmosphere. A 3-fold increase in wear life was found when the
energetic particle penetrated the substrate interface. Other structural
changes in the films were a 40% increase in density over the sputtered film
and a reorientation of crystallites of MoS2 so their c-axis was in the
plane of the film. Mikkelsen et al. (136) have shown that the decreased
friction is due to the formation of an amorphous film.



435

7.4. Improvement of Corrosion and Oxidation Resistance
Advantages in the use of ion beam assisted deposition for corrosion and

oxidation protection would be expected to derive from the denser
microstructure, improved bonding at the substrate and the possibility of
depositing films with unique properties such as amorphous films with no
grain boundaries. Porosity in electrodeposited and vapor deposited films
is a particularly troublesome failure mode so the enhanced surface coverage
observed for IBAD films appears promising.

Nandra et al. (125) studied the microporosity of Au films deposited on Cu
by an electrodeposition technique and found that coatings deposited by IBAD
with 5-6 keV Ar+ bombardment at R values of 0.038 or higher produced a
significant reduction in porosity. Martin et al. (135) reported that Al
and Ag films overcoated with thin dielectric films of SiO2 , A1203 and ZrO2
deposited by IBAD gave significantly longer protection against attack by
0.2 M NaOH (Al) or 1.0 K HNO3 (Ag) than non-bombarded films. SiO2 and
A1203 films lasted 8 times longer while ZrO2 films in both solutions lasted
200 times longer. Ensinger el al. (127) studied the corrosion resistance
of Si films deposited on steel using ion mixing and IBAD techniques. An
untreated Si coating gave a value of 280-300 pA/cm2 for the anodic current
density in a buffered acetate solution while ion beam mixed samples reduced
the current density to 5-12 sA/cm 2 . An IBAD film reduced the critical
current density to 3-5 pA/cm;, the best value obtained. Guzman et al.
(138) used a technique involving sequential deposition and ion beam mixing
of multilayers to produce BN and Cr2N films on Fe which exhibited a
critical current density 23x lower than the unprotected Fe and 4x less than
a deposited BN film in 1M NaCl solutions. Colligan et al. (129) studied
electro-chemical behavior of Pt-Ti and Au on glass films. Improvements
were associated with better adhesion of the films.
McCafferty et al. (139) have studied the electrochemical properties of

Cr203 films deposited on AISI 52100 steel by reactive IBAD using
evaporation of Cr and bombardment with 40 keV Cr+ ions in a partial
pressure of 1.3X10-3 Pa 02. The resulting films were stoichiometric Cr203 ,
200 nm thick and highly adherent. Anodic polarization tests were performed
in both IN H2SO4 and a 3 ppm NaCl solution. The current density in the
NaCl solution was reduced by 1-IOX relative to the steel specimen and in
the HS04 solution the current density was reduced from 4500 AA/cm

2 to 125
pA/cm . Failure of the films was at isolated pits that penetrated the
coating. These defects should be eliminated by using clean room conditions
in the preparation of the films or by thicker coatings.
7.5. Imvrovement of Oti-cal Properties
The major influence of ion beam assisted deposition on the optical

properties of thin films is through effects on the microstructure,
composition and defect structure of the films. Macleod (140) has reviewed
the effects of microstructure on the optical properties of thin films. The
most important parameter is the packing density, which can be related to
the typical columnar grain structure of a thin film. The refractive index
and absorption coefficient are both sensitive functions of the chemical
composition of dielectric compounds and are affected by the processing
conditions. Defects and impurities in dielectric films tend to smear the
band edge and increase absorption in the visible (15). The attenuation
coefficient characterizing absorption in the film, 1/1, - e-Ox is related
to the imaginary part of the refractive index, n* - n-ik, by the relation,

a - 2uk/c. (3)

Scatter from the surface of the film is influenced by surface roughness
which in turn may be affected by the processing conditions.

Excellent reviews of ion beam assisted techniques (including plasma
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processes) applied to optical materials have been given by Martin and
Martin and Netterfield (14) and by Gibson (15). One of the principal
motivations for using ion beam assisted deposition is to reduce the change
in transmittance from vacuum to air for optical films. The change in
transmittance has been correlated with absorption of water vapor in the
porous microstructure (62). A nuclear reaction analysis for H in the film,
showed IBAD reduced H20 absorption by the film, as was previously
discussed. The refractive index, n, increased with ion current density.
The vacuum to air property change was eliminated above a critical current
density and the film reached a maximum n. The decrease in n above the
maximum was attributed to preferential sputtering of 0 atoms from the
surface layers by the 1200 eV Ar+ ions. A comparable experiment using 1200
eV 02 ions did not show a dip after reaching the critical current density
and had a maximum index of 2.19 compared to 2.14 for the Ar+ case.
Increasing the substrate temperature f om room temperature to 300'C
produced an n of 2.23 for both Ar+ and 02 bombardments. Similar results
showing a critical current density to produce the optimum value of n,
eliminate vacuum to air shifts, and increase film density have also been
observed for Ce02 (63), LaF3 (141), Si0 2 (lll), TiO 2 (120,142), A1 203 (112) and
Ta205 (112).
The energy dependence of the IBAD process has been investigated in some

detail for Ta205 and A1203 (112), + Fig. 20a. shows the change in n vs
current density for 3 energies of C2 ion beam for Ta205 films. The 200 eV
energy beam produced less than optimum refractive indices while the 300 eV
beam produced a maximum at 40 pA/cm 2 and then decreased substantially. The
decrease in n was accompanied by an increase in extinction coefficient, k,
at the same current density for a given energy (Fig. 20b). The degradation
of the Ta205 films above the critical current density was attributed to
preferential sputtering of oxygen from the films. A similar energy
dependence has been seen for SiO 2 and TiO2 films (111). Targove et al.
(64) and Hwangbo et al. (143) have shown that the refractive index, as a
measure of packing density correlates well with the total momentum transfer
to the film, PTot - J (2mTE)1 /2 , where J is the current density, m is the
mass of the ion, - is the fraction of ion energy transferred to target
atoms and E is the energy of the ion. This correlation holds well for LaF3
films (64) and for Ag films (143). Martin (144) has compared refractive
indices obtained by IBAD and by evaporation techniques and as can be seen
in Table II, higher indices are produced by the IBAD process for all
materials examined.

TABLE II.Refractive indices at 550 run of films produced by evaporation and
IBAD on cold and heated substrates. Differences in vacuum and air
measurements indicate porosity in evaporated films (144).

Vacuum Evaporation IBAD
Air Ambient
(after (vacuum

Film (ambient) venting) 3000 C and air) 300 0 C
SiO 2  1.45 1.46 ... 1.55 ...
A1203  ... 1.54 1.63 1.67 ...
TiO 3  1.90 2.56 2.48 ...
ZrO2 1.84 1.93 1.90 2.18 .

CeO2 1.80 1.95 2.37 2.40 2.49
Ta2 05  1.90 1.99 2.10 2.13 ...
MgF2  1.32 1.39 1.39 1.39 ...
Na3 A1F6  1.34 ... ... 1.37 .
In20 3 :Sn ... ... 1.92 2.13 1.99
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Martin and Netterfield (145) have also compared the critical current

density in terms of ion to atom arrival rate ratios to produce the optimum
refractive index for dielectric films prepared by IBAD as shown in Table
III. Most values are between 0.1 and 0.3 with the exception of CeO 2 where
an 01 beam was used to maintain stoichiometry.

TABLE III. Optimum ion-to-Molecular Ratio R for IAD Optical Films (145)
Film R(oxygen)
SiO2  0.2
MgF2  0.16
Tie 2  0.12
ZrO2 0.33
CeO 2  1.90

Several authors have reported data on the effect of processing variables
on absorption in the films and/or the extinction coefficient k of Eq. 3.
The results on Ta205 (112) have already been mentioned in the previous
discussion on no where the extinction coefficient increased with current
density and with ion energy. Similar observations have been made for an
increase in extinction coefficient with increase in current density for 300
eV 02 for MgF2 (146). MgF2 appears to be particularly sensitive to damage
and both Ar+ (500, 700 eV) and 02 (350, 700 eV) IBAD lead to higher
extinction coefficients than for evaporation on a room temperature
substrate or at 4490 C (147). Baking of MgF2 films appeared to drive off
water vapor and leave the films highly absorbing (148,149). The
compensation of bonds broken by the preferential sputtering of F tended to
decrease the absorption. The increased absorption was attributed to
formation of MgO. Indium tin oxide was also found to have relatively high
absorption in crystalline films prepared by IBAD at elevated temperature.
Amorphous films had a higher UV band edge but lower extinction coefficient
above the edge (150). TiO 2 is also sensitive to damage and deposition
conditions. Kuster and Ebert (151) found an increase in absorption index
on increasing the temperature from 50 to 325 0 C and Ebert (152) found higher
absorption for films bombarded with neutralized 02 than with 0+ Ebert
also provided a survey of absorption in SiO, SiO 2 , A12 03 , Be, La2 03 , ZrO 2 ,
In203, Ta 205 , Ti, TiO and Tie 2 and Allen (110) provided additional data on
silica and titania films.
Optical scatter from a reflecting metal surface is a function of surface

roughness and is influenced by film deposition conditions while optical
scatter from dielectric films represents contributions from both surface
irregularities and volume defects. AI-Jumaily et al (153) examined the
scatter from Cu and Mo films prepared by IBAD, evaporation and sputtering
and SiO2 and TiO 2 films prepared by evaporation and IBAD. The IBAD
treatment resulted in a smoother surface for both the metal films and SiO 2.
Similar data were obtained for Ta2 05 (112). Total integrated scatter
measurements on CeO 2 (63) showed a smoother surface for 300 and 600 eV
bombardment with 0+ ions but a substantially rougher surface for 1200 eV
bombardment. 2

Several efforts have been reported to use the improved properties of the
films in optical applications. Ebert (152) reported a BeO-SiO2 laser
mirror which had higher reflectivity and higher damage threshold than
conventional A1203 -SiO 2 coatings. Ebert also reported the production of a
3-layer anti-reflection coating using IBAD to deposit SiO 2 , TiO 2 and BeO
and a 4-layer conducting anti-reflection coating using MgF2 , In20 3 , SiO 2
and MgF2 . Targove et al (141) reported the deposition of multilayer stacks
of LaF 3 /MgF3 using IBAD. Bink et al. (154) reported the deposition of
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waveguides of ZrO2 , A1203, CeO 2 and Ta205 using 1200 eV 0 IBAD. The best
2

results were obtained with A1203 where attenuation losses of 2-5 dbcm "1

were obtained compared to 15-20 dbcm"I for evaporated films. Donovan et
al. (155) report the fabrication of a 14-cycle Rugate interference filter
using e-beam evaporation of Si and ion beam doping with 1000 eV Nt The N

composition determines the refractive index and with computer control
during the deposition a precisely tailored composition profile can be made.
Rugate filters with an optical density of 2 in the peak region have been
produced.
The ionized cluster beam technique of Takagi and Yamada has also been

used to deposit films of optical materials (156). Cu and Al films with
high reflectivity have been deposited at low process temperature and
continuous films were obtained with thinner films than by conventional
evaporation techniques. A reflectance of 96% was obtained for an Al film
at a wave length of 450 nm. Grain size and (111) texture increased with an
increase in acceleration voltage. Dielectric films of MgF2 2pm thick were
deposited on glass and plastic substrates. The refractive index went
through a minimum as a function of accelerating voltage with the minimum
corresponding to the bulk value for MgF2 (n-1.38). Semiconductor compounds
deposited in multilayer stacks had low absorption losses. Changes in the

band gap were produced by varying the deposition conditions.
The major advantages of ion beam assisted deposition for optical

properties are the ability to control the microstructure and stoichiometry
of the films. The densification of films by IBAD leads to an increase in
refractive index and a decrease in extinction coefficient. The major
difficulty arises from films which sputter preferentially or with materials
which are subject to contamination (i.e. MgF2). Materials with complex
phase diagrams with multiple compounds, such as the Ti-O system are also
difficult to control and lead to increased absorption at high energies and
high beam currents. Work in the field of optical materials is the most
advanced of any applications of IBAD at the present time.
7.6. Modification of Electrical Prooerties
The electrical properties of IBAD films have been studied primarily to

provide insight into the perfection of the film and to synthesize unique
materials such as superconductors. Dudonis and Pranevicuis (24) studied
the resistivity and electron paramagnetic resonance as a function of ion
dose in SiOx films and found the resistance to increase as the EPR spin
concentration decreased. The resistivity also increased as an Al film was
doped with oxygen. Erler et al (157) measured resistivity as a function ?f
ion energy for deposition of Si3N4 films and found a minimum at 3 keV N2 -
The resistivity of Si3N4 and AIN films prepared by IBAD was lower than
comparable films prepared by Rf sputter deposition.

Parmigiani et al. (77) found the trends shown in Table IV for films
deposited by dual ion beam sputtering. The increase in resistivity was
attributed to a decrease in grain size.

TABLE IV. Resistivities of Ag Films Deposited by Dual Ion Beam
Sputtering (77).

Ener~v/Atom Resistivity

0 2.65
20 4.0
42 7.4
100 8.9
190 11.2
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Hwangbo at al. (143) also found an increase in resistivity for Ag films
deposited by IBAD which showed a good correlation with momentum flux
density. The increase in resistivity was attributed to a smaller grain
size and an increase in the Ar concentration in the film. Zieman and Kay
(74) in a study of Pd films deposited by biased sputtering found a maximum
in the resistivity curves at an average energy/atom of 75 eV, the same
value at which a minimum in grain size was observed.

The resistivity in the Al-N system was found by Hentzell et al. (76) to
be a strong function of composition in the system. The temperature
coefficient of resistivity changed from metallic to insulator at a N/Al
ratio of 0.45 while specimens prepared by magnetron sputtering showed the
transition at a N/Al ratio of 0.25. The resistivity of IBAD specimens
increased with N composition until it became too high to measure at
approximately 0.7. The resistivity of the magnetron sputtered sample
increased much more rapidly becoming unmeasurable at a N/Al ratio of 0.3.
The resistivity of Indium tin oxide was measured at several temperatures

by Martin et al. (150) and found to exhibit a rapid decrease at about
3000 C. This was correlated with a change from amorphous to crystalline
which occurred above 1000C. Dobrowalski et al. (158) also measured the
resistivity of ITO films as a function of temperature and beam current and
found a 2-fold decrease in resistivity between 1000C and 2500 C. A minimum
in resistivity was found as a function of current density and the optimum
current density decreased with increasing temperature.

Fujimota et al. (159) used IBAD to synthesize the B1 structure of MoN
which does not exist in the equilibrium phase diagram. Several efforts to
synthesize Bl-MoN by sputtering produced materials with Tc between 10-130K.
Films were deposited by IBAD with Nt beams of 5 and 20 keV, current
densities from 60-110 uA/cm and temperatures of 25, 400 and 5001C. The
best film was deposited at room temperature with a 20 keV N2+ beam. It was
stoichiometric and had a Tc of 5.80K. Films produced under other
conditions had Tc values ranging from 4.2-5.30K with no particular
dependence on deposition parameters. The low transition temperatures
(relative to sputtered samples) were attributed to imperfections in the
crystal. NbNxCy syperconducting films have also been fabricated by Lin and
Probes (160) using a dual ion beam system in which Nb was sputtered onto a
Si substrate and bombarded with N2+ and CH4+ ions from a 1:1 gas mixture of
CH4 and N2 . The highest Tc of 13.0°K was obtained for a 100 eV beam at
T<600C. Higher energy (1500 eV) and lower energy (20 eV) beams reduced the
Tc. Composition of the film was NbNo.6C0 .6.

Ion beam assisted deposition has also been used to deposit films of the
Y-Ba-Cu-0 superconductors. Fujita et al. (161) have produced epitaxial
films of Y-Ba-Cu-0 using a dual ion beam method in which a composite target
containing Y-Ba-Cu was sputtered onto a heated SrTiO3 substrate while
bombarding the growing film with 50 eV 02+ ions. The best film obtained
had a Tc of 680K with onset of superconductivity at 880K and was grown at
6300C with a current density of 0.63 A/cm2 , and a deposition rate of 0.055
nm/sec. The specimens were cooled from the deposition temperature at a
rate of 25°C/min in a 10 Pa atmosphere of oxygen. Superconducting films
were not obtained for ion energies greater than 80 eV and for substrate
temperatures below 600°C for (100) SrTiO3 and below 560°C for (110) SrTiO3 .
Films grown by IBAD had somewhat lower Tc than films grown using an 02 gas
jet thus indicating that some residual damage was left in the films.
However films could be grown at lOx lower presure when 0 was introduced by
the ion beam. The film orientation was found to be a function of both
substrate temperature, beam current and substrate orientation.
Another growing application is the use of an ionized and accelerated

* ~ nnnmn nmlnmI lI NN
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evaporant flux to dope growing films of semiconductor materials
(18,34,92,162,163). The main advantages of the technique are the formation
of sharper dopant profiles than can be achieved by diffusion or
implantation and higher incorporation probabilities with an accelerated
flux.
Electrical properties of films grown by IBAD are influenced by

composition, amorphous/crystalline structure, grain size and defect density
in the film. Resistivity has been used in a number of investigations to
monitor changes in the above variables as a function of processing
conditions.
8.CONCLUSIONS

Ion beam assisted deposition has tremendous potential as a technique to
produce thin films with controlled properties such as fully dense films
grown at low substrate temperature, films with low stress, adherent films,
films with refined microstructure, films with controlled texture and films
with optimum wear, corrosion protection and optical properties.

Ion bombardment of a growing film can effect the film and its properties
in many ways. The current research need is to identify the dominant and
controlling mechanisms of interaction between the bombarding particles and
the growing film and relate them to the basic process parameters so that
films with the desired properties can be made in a predictable and
reproduceable manner. At the same time recognition of the benefits of IBAD
have led to much empirical research aimed toward optimizing the properties
of films for a wide variety of applications. The future appears bright for
both advances in the science of IBAD and the development of many new
applications.
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Fig. 4. Illustration of atomic processes which occur on a surface
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Fig. 9. Variation of island number density

with (l/T) for sputtered Au (5eV) (upper

curve) and thermally evaporated Au on NaCI

(lower curve) (53). Nucleation is
controlled by island capture at low
temperatures and thermal desorption at high

S / temperatures. Ion bombardment creates
additional nucleation sites.
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Fig. 13. Schematic diagrams of lattice rearrangements resulting from the
impact of a 100eV Ar+ ion on a Ni film with porous structure. Based on 2-
dimensional molecular dynamics calculations by Mflller (71). Primary
effects are forward and lateral recoils which move lattice to more stable
and higher density configuration.
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Fig. 18. The change in adhesion
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ION-BEAM INDUCED DIAMOND-LIKE CARBON COATINGS

A. ANTTILA

Department of Physics, University of Helsinki,
SF-00170 Helsinki, Finland

1. INTRODUCTION
Experiments during the last few years have clearly demonstrated that the

preparation of diamond and diamond-like films can be developed to a tech-
nically simple (and economically valuable) process. There are numerous
methods for the preparation of diamond and diamond-like films. Although all
have some clear advantages, they also have disadvantages and therefore at
this time no superior method is available.
In order to distinguish this article from other existing ones, the empha-

sis is put on two methods used in our laboratory, i.e., on the use of mass-
separated carbon ion beams (1-6), and curved plasma beams. The methods are
presented in chronological succession. The first of these methods is
accurately controllable and therefore very pure foils can be produced. The
disadvantage of this method is the complicated equipment and the difficulty
of achieving a high production rate. The advantages of the plasma method
are the high production rates and rather simple equipment. The disadvantage
is that the energy distribution of the ions in the plasma stream varies and
the optimization of the plasma stream energy is difficult.
As mentioned above, there are numerous methods for the preparation of

diamond and diamond-like films. For study of film properties, the number of
methods is even higher. Some typical analysis methods used in recent publi-
cations have been collected in Table 1. As in the case of the preparation
methods, the selection of the "right" method is difficult, e.g., there is no
generally accepted method even for distinguishing diamond from diamond-like
films, i.e., for the sp2 and sp3 bonding determination. (Graphite has sp2

bonding and diamond has sp3 bonding.) In our laboratory the main emphasis
has been on the preparation of hard wear-resistant coating materials and
therefore at least the tribologically important properties of the carbon
coatings have been analyzed. Another reason is that the price of the equip-
ment needed for the measurement of the tribological properties is
reasonable.

First, a short review on the properties of diamond and diamond-like films
is presented. Secondly, the preparation methods and the results from film
analyses are outlined and finally the applications and a short summary are
given. The abbreviations, D and DLC, will be used in this article for
diamond and diamond-like carbon, although our DLC is nearer to a diamond
film than a "typical" DLC film, which can have a high hydrogen
concentration.
The publications found in a computer search with the key words "diamond"

and "diamond-like films" were used as the literature sources. The technical
data were taken mainly from the book, The Properties of Diamond (7), and the
recent review book, Diamond Films: Evaluating the Technology and
Opportunities (8), was used in evaluating the present status of this field.
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TABLE 1. Some typical methods frequently used in the analysis of diamond
and diamond-like films

Scanning electron microscopy (SEM)
Transmission electron microscopy (TEM)
Transmission electron diffraction (TED)
Reflection high energy electron diffraction (RHEED)
Electron spectroscopy for chemical analysis (ESCA)
Electron energy-loss spectroscopy (EELS)
Auger electron spectroscopy (AES)
X-ray photo-electron spectrometry (XPS)
Raman scattering spectrometry
Infra red (IR) spectrophotometry
Spectrophotometry
Optical polarizing microscopy (OPM)
Nuclear magnetic resonance (NMR) spectroscopy
Rutherford backscattering spectroscopy (RBS)
Vicker's hardness measurements

2. ON THE PROPERTIES OF DIAMOND AND DIAMOND-LIKE FILMS
The most common crystalline carbon allotrope is graphite. Its hexagonal

crystalline structure is shown in Fig. 1. However, obviously the best known
crystalline form of carbon is diamond (Fig. 1). In addition, carbon has two
other allotropic forms, amorphous and "white carbon." According to the CRC
Handbook of Chemistry and Physics (9), "little information is presently
available about this (white carbon) allotrope."

T-'_ -> FIGURE 1. Structures

- of graphite and
diamond.

A general belief that diamond is a very stable form of carbon is not
exactly true (cf. "diamonds are forever"). In Fig. 2, the thermodynamic
balance for crystalline carbon is presented. As can be seen, graphite has
the lowest free energy and therefore it is the equilibrium form, which means
that at room temperature in a certain time all diamond will transform into
graphite. Accordingly, at elevated temperatures diamond and especially
diamond-like carbon transforms into graphite. The DLC coatings transform to
graphite at 400 to 6000C. It is evident that the transformation temperature
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depends on the purity of the coatings. However, there is no general cri-
terion for the boundary between a D and a DLC coating. The microstructure
varies depending on the deposition methods. Generally, the structure is
amorphous with possibly small (10-100 nm) microcrystals of diamond. The
carbon atoms are dominantly bonded by sp3 bonds that gives the material many
physical and chemical properties very similar to natural diamond and
justified the name diamond-like carbon. At present, it seems that the limit
is set by the detection limit of the best methods available; if the sp

2

bonding is detected the coating is diamond-like.

.~dG=O

U.' FIGURE 2. Schematic variation of Gibb's free
U.' energy with the arrangement of atoms for

dG=O diamond (the upper minimum) and graphite (the
( %lowest free energy value).

ARRANGEMENT OF ATOMS

Diamond has many exceptional properties; some are given in Table 2
(ref. 7). The competitive materials to diamond are other hard materials,
especially various ceramics. The comparison diagrams between some conven-
tional ceramics, steel, hard metal, diamond, and DLC coatings are
illustrated in Fig. 3.

TABLE 2. Some general properties of diamond

Density 3.5 g/cm 3

Hardness 75-90 GPa
Friction 0.1-0.05
Heat conductivity 10-20 W/cmK
Resistivity 1013 Q (in the dark)
Refractive index 2.4
Wear resistance Excellent
Acid resistance Excellent
Temperature resistance 900-1800 K (graphitization temperature)

3. MASS-SEPARATED CARBON ION-BEAM DEPOSITION
3.1. Equipment

All isotope separators with low ion energies available (<2 keV) can be
used without rearrangement for the production of the DLC coatings. In
Fig. 4 the scheme of the isotope separator in our laboratory is presented.
First, carbon is transformed to ion form in the ion source, after which the
ions are accelerated and focused. In order to remove impurities, the ion
beam is curved with the magnetic field. Finally, the ions are decelerated
before hitting the sample. The maximum Ion current of our separator is
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FIGURE 3. Selected physical properties of diamond compared to ceramics,
steel, hard metal (10) and DL carbon (11-13).
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FIGURE 4. Scheme of the mass-
separator at the University
of Helsinki.
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some tens of microamperes, i.e., it is very low. The Kyoto group (14) uses
a negative Ion source and has achieved Ion current of some hundreds of
microamperes. However, even remarkably higher currents would be desirable
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for the production of DLC coatings. Although there are numerous carbon com-
pounds, the generation of high intensity carbon beams has turned out to be a
difficult problem. Carbon has a tendency to collect onto the surfaces into
the ion source and in this way to preclude long runs.
3.2. Advantages of mass separation
The great advantage of the mass separator is its usefulness in the study

of the DLC layers. The use of separated ion beams offers the best way of
studying the deposition parameters under very controlled circumstances: ion
energy, ion current density, angle of incidence, and amount of Impurities
can be controlled in a unique way. Due to the mass separation, the DLC
films can be expected to be very pure. The only impurities are those which
originate from residual gas in vacuo. Because the energy of the carbon ions
is rather high, it can be expected that they sputter impurity atoms or mole-
cules from the target. In Fig. 5 the backscattering spectrum taken from a
self-supporting DLC foil is illustrated (3). As can be seen, there are no
impurity elements heavier than carbon, except oxygen. The quantities of the
Z : 6 impurities were :0.01 to 0.0001 at. % depending on the atomic number
of an impurity. The quantity of hydrogen was lower than the detection sen-
sitivity of forward recoiling spectroscopy (FRES), i.e., 0.5 at. % (Fig. 6).
The thickest DLC coatings prepared in our laboratory have been 15 im, but

there is evidently no upper limit to the growth of the film, which is pro-
portional to the bombardment time. This is one advantage of ion beams over
other methods, where there is a low maximum thickness. The areal current
density value used, 1 mA/cm2 , indicates that rather high currents could be
used without DLC film formation suffering. The maximum value of the areal
current density for the production of high-quality films is not known, but
it is higher than 1 mA/cm2 . This makes high production rates possible, in
principle.
3.3. Experimental results
3.3.1. General. Although the use of the mass-separated ion beams has the

advantages mentioned above, there are not many laboratories which use this
method and report in the literature. Therefore this review is mainly based
on the results of our group (1-6). The results have also been compared with
those of the Kyoto group (14). In our laboratory, the properties that can
be determined with existing analytical devices - such as hardness, friction,
electrical conductivity, density, etc. - have been measured. The measure-
ment of these properties is sufficient for practical uses but for the
research purposes the determination of the ratio for the sp2 and sp3 bondings
would have been desirable.

3.3.2. Density. The density measurement of whatever material is a
straightforward procedure if the material is available in sufficient quan-
tity. However, in the DLC case, the quantity of material is very low, so
that even typical low-density measurement methods failed - i.e., the flotation
type; part of the DLC foil sank and part remained floating. A reason for
this was that the foil adsorbed air differentially. Therefore, different
nondestructive methods have been developed for the density measurements.
The areal density of the layer was determined with two nuclear physical
methods, i.e., with Rutherford backscattering spectrometry (RBS) and the
nuclear resonance method (3). In Fig. 7, RBS spectra are shown. The areal
density (g/cm2 ) can be obtained from the width of the carbon peak or from
the shift of the edge of the substrate element in the spectra corresponding
to the coated and uncoated samples. In Fig. 8, the nuclear resonance shift
due to the carbon layer is shown. The advantage of the resonance shift
method is its good resolving power in measuring thin layers. In addition,
when the thickness of the DLC layer is determined with the profilometer
(Fig. 9) the density in units of g/cn9 can be determined.
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Another method which was proposed in an earlier work (3) is based on the
Doppler shift attenuation (DSA) method. In Fig. 10 the use of the BSA
method is illustrated. As can be seen, the attenuated y-ray peak profiles
are quite different for the diamond and the graphite. By comparing the pro-
files deduced from the DLC layer, the density of the layer can be deter-
mined. However, the use of the method is not so simple because it requires
rather complicated equipment and experience in nuclear physical measure-
ments. Figure 11 shows the density measurements of the foil as a function
of the Ion energy. These results have been combined for references 6 and
14. As can be seen, the highest density occurs at an ion energy of about
0.5 keV.

STP PAK

3 STOPL T PEAK FIGURE 10. DSA measure-
ment of the 2313 keV Y-
rays from the 1 C(p,yj1N

0reaction using graphite.
;0 (2), diamond (x), and2*

DLC (o) backings. The
_ 1/inset shows the height

1 / ratio of the stop and
/ . 30 s 5 flight peak as a function

DENSITY (g,01 of density.

334D 3380
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_E 1.6 r n . 1 , FIGURE 11. Atomic density of the

F sc ° ±DLC films as a function of ion
1.4 - energy. The black points are from

ref. 6 and the open circles from
1.2- o ref. 14.
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3.3.3. Hardness. The hardness value Is good for the identification of
diamond, because the hardness of diamond is remarkably higher than that of
any other elemental form. However, there are difficulties in the hardness
measurements and the comparison of the results. The hardness of natural
diamond depends on the crystal face [the (111) face is the hardest for
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diamond]. The hardness also depends on the load of the indenter. With low
loads (100 g, 0.98 N) Knoop values as high as 18,000 kg/mm' are obtained;
with higher loads the values decrease (with 1 kg, 9.8 N) load; 7,000 kg/mm',
69 GPa) (ref. 7). One complicating factor is that the indenter tip Is also
made of diamond. When using high loads, the diamond tip has a tendency to
break because of the brittleness of diamond. As a rule, the prepared D and
DLC layers are thin, ranging from some nanometers to some micrometers.
Therefore, the use of low loads is obligatory. For this reason, special
devices called micro- and nanoindenters have been developed (e.g. ref. 15).
In Fig. 12 the hardness results measured with the load dependent hardness
testers are illustrated. In Fig. 13 the dependence of the hardness on the
ion energy is shown. As can be seen the maximum hardness is reached at
approximately 500 eV.

5 WC-o 0 DIAMONDLIKE FILM

go- 40 /
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t 30
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t0o. 20-
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FIGURE 12. Loads versus indentation depth for the WC-Co substrate (a) and
OLC film (b). The upper curves depict increasing load and the lower ones
decreasing load (4).
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3.3.4. Friction. Because of the extreme hardness of the diamond, the
friction coefficients are generally low, about 0.1. The friction of a steel
tip against the DLC foil was measured with a pin-on-disc apparatus. The
results are shown in Fig. 14. In Fig. 15, SEN pictures from the tips of the
pins are shown. As can be seen very adhesive wear occurs in the case of the
steel pin on WC-Co. The friction between steel and the DLC surface is very
low. Due to the low friction, good wear resistance, and moderately good
stability at elevated temperatures the DLC coatings are very promising can-
didates for bearings; especially for the cases where the use of lubrication
is not possible.
3.3.5. Wear resistance. There are several ways to measure the wear rates

of the materials. The wear rates and results depend on many different para-
meters such as the quality of the wearing material, whether the surface is
dry, in liquid or slurry, the wear speed, etc. In Fig. 16 a typical wear
test result is shown (4). The test was performed with a reciprocal motion
machine.

The results shown in Figs. 17 and 18 were obtained with the arrangement
where the sample was worn using a Cu wheel rotating on the sample (6). The
sample was kept in a vessel filled with a slurry of castor oil and silicon
carbide powder. The wheel was pressed with a constant force and it rotated
at a constant speed. The electrical resistance between the substrate and
the Cu wheel was monitored, and wearing was terminated when a hole was pro-
duced in the DLC film. As can be seen in Fig. 17, the minimum wear rate
curve as a function of ion energy is at approximately 0.5 keV. Comparison
of the wear rates between the DLC and three ceramics is shown in Fig. 18.
The wear rate in the DLC foil is evidently drastically lower than of the
other ceramics. The wear resistance of the DLC foil is also much better
than that of the general wear resistant tool materials, e.g. WC-Co hard
metal and TIN coating (see Fig. 16).

3.3.6. Adhesion. In the preparation of coatings, a difficult feature is
the adhesion to the substrate. Especially in the case of the D and DLC
coatings this can be expected to be a rather serious problem in many cases
because the thermal expansion coefficient of diamond is very low as compared
to other conventional materials. In the hardness measurements it turned out
that the coatings deposited with an ion energy lower than 50 eV failed
because of the poor adhesion (6). The coatings cracked off entirely in the
adhesion test. It seems that rather high ion energies are required, at
least at the beginning of the deposition process. Ions with an energy high
enough can modify the coating-substrate interface in many ways: produce ion
beam mixing at the interface, break adsorbed impurity layers remaining on
the substrate, enhance chemical bonding of carbon atoms to the substrate and
even enable an adherent interface layer to grow. The great advantage in the
use of ion beam deposition is that high enough ion energies can be used to
overcome adhesion problems. On the other hand, it is certain that serious
adhesion problems are confronted in processes where sufficient ion energy is
not available.
3.3.7. Thermal stability. One obvious drawback of the DLC coatings is

their low thermal stability compared to that of diamond. In our laboratory,
the stability was studied by heating the DLC coated WC-Co hard metal samples
in a vacuum of 100 VPa for 1 h in the temperature range of 100 to 8000C in
steps of 1000C. After each heating the hardness was measured and the
results are shown in Fig. 19. Up to 6000C the hardness was constant, but
after that the coating became softer. At 8000C the coating peeled off.
Diamond transforms into graphite at 1500 0C in vacuo but in the air a black
coating can form on the surface of diamond at about 6000C (7). This tem-
perature also corresponds to the softening temperature of the DLC coating.
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0FIGURE 16. Profilometer diagrams from the

°-) 1 wear measurements perfomed with a 20-g load
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FIGURE 19. Hardness of the DLC

foil prepared with the 0.5 keV
ions as a function of tempera-
ture. The samples were annealed

50 -for 1 h in vacuo at 100 piPa
V., so- (ref. 6).
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3.3.8. Electrical resistivity. One rather easily measurable quantity for
DLC coatings ts the resistivity. As a rough test, any ohm-meter can be used
to test whether the prepared carbon layer is close to graphite or diamond,
because the resistivity of natural diamond at room temperature and in the
dark Is very high, about 1013 51m (ref. 7) [that of graphite is 0.14 On
(ref. 9)]. In Fig. 20 the electrical resistivity as a function of deposi-
tion energy Is shown. This figure contains results from two separate works
and as can be seen the results are very consistent. The highest resistivity
is, as in the case of hardness, again at about 0.5 keV.

10 ~ 0

10 ' 

10 FIGURE 20. DC resistivity of the DLC
films as a function of ion energy. The

10 o : black points are from ref. 6 and the open
-/ circles from ref. 14.

~10 .1."
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10 100 1000
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3.3.9. Other properties. A typical feature of the DLC coating is its good
acid resistance, e.g. In the experiments where the coating was kept in
strong HF acid for 24 h at 200C no solution of the DLC foil was observed.
On the basis of x-ray diffraction, transmission electron diffraction and
alpha-particle channeling experiments, the DLC-foils prepared are amorphous.
This result also agrees with that of ref. 14.

In our laboratory no optical measurements were performed, but it is evi-
dent that they are close to those of ref. 14 because the other measured
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properties are very consistent. The maximum value reported for the optical
gap was 1.5 eV (ref. 14) and was obtained with an ion energy of 100 eV,
which corresponds well to the other properties of the foils as shown in
Figs. 11, 13, 17, and 20.

4. PLASMA-ARC-DISCHARGE DEVICES
4.1. General
Although with the mass-separated ion-beam system, DLC films can be produced

very controllably, the production rate is too low for practical applica-
tions. Therefore, more efficient ion sources were sought. There were
numerous possibilities, but at first sight, there was no clearly superior
system. Some failed systems are presented as examples. The main principle
is naturally that carbon should be transformed to the ion form very
effectively. Gaseous materials would be very suitable for this purpose
because in many cases they can be ionized rather easily. An additional
advantage is that gas can be fed continuously to the ion source. In addi-
tion, no droplets formed as occurs in the case of solid carbon. Carbon has
numerous gaseous compounds. However, such compounds which would be easy for
mass-separation purposes, i.e. containing mainly carbon atoms with somewhat
heavier elements but no lighter elements, are difficult to find. Because
such gas was not found acetylene was selected, although it contains
50 at. % hydroge,. Acetylene is exothermic and decomposes easily, e.g. in a
heated tube. The drawback was that carbon contaminated the tube in a short
time. It may be possible that by using high tube temperatures, over 30000C,
no contamination will occur. It is evident that the carbon beam produced
could be ionized with the electron beam. Another possibility was to use
electron guns. Unfortunately, it turned out that the maximum ionization
cross-section of electrons to carbon lies at about 300 eV (ref. 16). The
cross-section decreases rapidly with acceleration voltage. On the other
hand, high voltages :e needed to focus the electron beam to a small spot,
i.e. some kV. Although this idea failed, it is not quite hopeless because
carbon evaporations with a 4-kV and 3-kW electron gun, DLC deposits were
found in some parts of the apparatus.
The final selection was the arc-discharge system. Because in this system

the anode and cathode are made of solid carbon, i.e. of graphite, no impuri-
ties should be present. Many Russian groups (17-24) have used this method
for the preparation of the DLC films and achieved very promising results,
e.g. films which were harder and more wear resistant than natural :'mond
have been prepared. The ion source based on this principle is that pre-
sented by Brown, et al. (25). The maximum current obtained from this ion
source is as high as 1 A. However, maximum operation time has not been
reported.
One final factor in favor of the selection of the arc-discharge system for

the DLC preparation was the observation by Dorodnov et al. (20) who reported
ion energies up to 10 keV. This would mean that there are no difficulties
with the adhesion of the coating to the sample because the ion source alone
could act as the production source. However, it turned out later that car-
bon macroparticles are a serious difficulty in the sophisticated production
of high quality DLC films. If the presence of macroparticles is accepted,
the construction of the device which produces the DLC films with reasonable
quality is a rather straightforward task. The elimination of macropar-
ticles, however, is difficult if high energy Ions are also required.
The final refinement of the arc-discharge technique is still in progress

in our laboratory. In the following sections the main principles, dif-
ficulties, and results are presented.
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4.2. Device construction
4.2.1. Theory. There is no generally accepted theory of the behavior of
arc-discharge plasma. This complicates the planning of an arc-discharge
system. Dorodnov (18) has widely treated this field in his articles.
According to him the acceleration of the plasma occurs with the Ampere
force. Because in the plasma acceleration case the Ampere force is propor-
tional to the square of the current; this means, a priori, that by
increasing the current, higher plasma energies could be achieved.
4.2.2. Devices reported in the literature. One of the most simple arc-
discharge systems is that presented by Maslov et al. (19). It is based on
pulsed arc-discharge techniques. Its main parts are: cathode, anode,
igniter, and straight focusing solenoid. In Fig. 21 the scheme of the
corresponding device, developed in our laboratory, is shown. The only
essential difference is that the solenoid is curved. The main principle is
as follows: in the igniter current circuit the capacitor of some tens of pF
is charged with a voltage of some tens of kV. Between anode and cathode
there is a much lower voltage, some hundreds or thousands of volts, but the
capacitance of the capacitor bank is at least a thousand times higher. The
advantages of the arc-discharge system are good reliability and a high pro-
duction rate, but it also focuses well the carbon plasma streams. However,
both solenoid types have disadvantages. If the straight solenoid is used,
high energy (i.e. adhesive) plasma streams can be produced, but a part of
the microparticles generated by the arc-discharges hit the sample and
reduces the quality of the DLC coating. Microparticles are not a problem
with the curved solenoid but curving of the energetic plasma is difficult.

V] FIGURE 21. Scheme of the curved

arc-discharge system.

*ANODE

(ATIIU

IGNITER EVACUATION

Dorodnov et al. (18,20) have presented many different systems for the
generation and acceleratici of the plasma streams with arc-discharge tech-
niques. In Fig. 22 one type is presented. Another type is described by the
Kharkov group (17,21-24). It is based on a stationary curving magnetic
field and a stationary current. Its main principle is presented in Fig. 23.
Its advantage is that microparticles and neutrals can be rejected. The
disadvantage is that the average energy of the ions In plasma is low, about
20 eV, which seemed to be near to the optimum because by increasing the
current the ion energy decreased. Recently, a quite similar system has been
constructed by an Australian group (26). They have confirmed the extreme
hardness of the DLC coating achieved by the Kharkov group (17,21-24). The
disadvantage of this system is Its low ion energy, which in many cases
results in low adhesion.
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FIGURE 22. Scheme of the device for the
DLC preparation using the pulsed current
and the stationary current magnet presented
by Dorodnov (18): (1) cathode, (2) anode,
(3) insulator, (4) electromagnetic coil,
(5) magnet system for stabilizing the spot,
(6) condensation surface, (7) power supply
for the main discharge, (8) biaspotential
source, (9) ignition supply circuit, and
(10) ignition electrode.

I+

FIGURE 23. Scheme of the device
for the DLC preparation using

S T., the stationary current and
astationary curved magnet pre-

sented by Aksenov et al. (21):
]__ L (1) cathode, (2) anode, (3) stab-

10 ilization coil, (4) focus coil
system, (5) plasma guide,
(6) plasma-guide magnet system

12 coil, (7) focus output coil,
(8) scanning system coil,
(9) vacuum chamber, (10) col-

fl lector, (11) probe, and
(12) vacuum pump connection.

4.2.3. Pulsed plasma stream and curved solenoid. In our laboratory in
searching for a high efficiency carbon ion source, the first modification
developed is shown in Fig. 21. It is a modified combination from those pre-
sented by Aksenov et al. (21) and Maslov et al. (19). For the curving of
the plasma stream the pulsed anode-cathode current was led through the
curved solenoid. A system was built where the curving magnetic field was
stationary, as by Aksenov et al. (21) (Fig. 23), but where plasma was
generated with pulsed arc-discharges.

The main feature in both these systems is that in a rather extensive
region of the parameter combinations, DLC coatings can be produced.
However, if curving of high energy plasma is required very strict parameter
values should be used. No direct plasma ion energy measurements were
perfomed, but a rough estimation of the average ion energy was obtained
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indirectly. The plasma spot on the sample was about 10 cm in diameter.
The magnetic field compresses the plasma stream, but depending on the
strength of the magnetic field it succeeds more or less, or in other words
the high energy ions can escape and the ions with lowest energy hit the
center of the plasma stream spot. As can be seen in Fig. 24, the plasma
stream expands strongly immediately outside the solenoid. The divergence of
the ion energies in the plasma can also be seen In the "failed" experiment
as follows: in the outer sections of the spot the deposited carbon is
bright, adhesive, with high electrical resistance and thus it is in the DLC
form; in the center the carbon is black, nonadhesive and electrically con-
ducting. Between these two regions there is white carbon, which is soft and
loosens easily. This same energy effect can also be observed with a Scotch
tape test in a "normal" experiment where the deposited carbon is generally
bright and has high electrical resistance, but the layer from the center
section can be lifted off with the tape, which means that its adhesion is
poor and also the energy density of ions is evidently low.

FIGURE 24. Picture from the plasma
explosion in the arc-discharge
system presented in Fig. 21. Notice
the expansion of the plasma stream
outside the solenoid.

In the system shown in Fig. 21, the magnetic field is obtained with the
cathode-anode current, which confirms that no delay or phase shift between
it and the plasma stream exists. However, to couple strong magnetic fields
with pulsed currents is complicated. The magnetic field, P the solenoid
is approximately proportional to NI/, where N is the P" ' the coils of

the solenoid, I is the current, and A is the length of w, -vienoid. On the
other hand the opposing electric voltage, U, , counteracts this magnetic
field, H. U is proportional to -Ldl/dt, where L is the inductance of the
solenoid, and t is time. The inductance of the coil is proportional to

N2 r2/1, where r is the radius of the coils. This means that in order to

reach strong magnetic fields with the pulsed electric-arc discharges, N and

r of the solenoid must be small and I must be short. With the short (about
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1 cm) solenoid system containing about ten coils of 5 cm diameter, the adhe-
sion of the deposited layer was good in all tested materials. In the
curving system six coils were used, which also yielded a rather good adhe-
sion, but the sample distance was in a narrow region. This is due to the
fact that although the magnetic field of the solenoid compresses plasma into
a rather narrow stream, outside the solenoid the plasma stream is expanding
very rapidly. This occurs because the magnetic field of the solenoid also
decreases very rapidly outside the solenoid. The sample distance of about
5 cm from the solenoid was used in our geometry. If the shortest distances
were used, electrical breakdown occurred between the sample and anode. In
the case of longer distances the plasma stream starts separating, i.e. in
the outer sections of the spot the ion energies measured with adhesion tests
are higher than in the middle of the spot.
According to Dorodnov (18) the minimum current in the pulsed-arc-discharge

sources is 2 kA, which agreed with the present results. The current and the
shape of arc-discharge pulses were determined by measuring the voltage
changes over the precision resistor with the oscilloscope. Surprisingly,
high current values, even up to 15 kA, were possible to use without any
radical changes in the deposited film. Many different capacitors were
tested, and although all were aimed for the use of rapid pulses, in some
cases the preparation of the DLC foils failed. Although the shapes of the
current pulses were rather equal with different capacitors it is evident
that the rise time of the current pulse should be rather high wnich means
that the internal inductance of the capacitors should be low.
The ignition of the anode-cathode plasma pulse was performed with the

igniter switch which was constructed by mechanically moving the point of the
sparking-gap in the air. The sparking-gap, which is in the same circuit as
the ignition gap, also causes the spark in vacuo, then igniting an anode-
cathode plasma-pulse. The voltage was 20-30 kV and the capacitance of the
capacitor was 20-50 nF. Although not studied systematically, the parameters
of the ignition system had no radical significance of plasma formation. A
totally electronic ignition system is possible, but expensive and could be
destroyed by strong pulses. In Fig. 21 the solenoid coils encounter the
anode but rather good results could be achieved without any coils. The
disadvantage is that the spread is wide and the macroparticle content of the
plasma stream is higher, e.g. according to Maslov et al. (19) and Martin
et al. (27). However, without a solenoid, the current might have been
higher and thus the macroparticle yield could be expected to be higher also.
According to Ampere's law (18) the energy of the Ions should be increased
when the current increases, but it is evident that the strong pulses (the
high current and long duration time of the pulse) have mainly an exploding
effect and only a slight energy increasing effect. Thus, the main part of
the material changes is due to microparticle bombardment rather than to the
plasma. As a general remark the system should be mechanically rigid,
electrically well isolated and effective water cooling is essential.
4.2.4. Pulsed plasma stream and curved stationary magnet. In the case of

the curved solenoid the magnetic field is pulsed and difficult to measure.
Therefore the system with a stationary magnetic field resembling that of
Fig. 23 was constructed. It turned out that although the measurement of the
strength of the magnetic field was easy, to get the magnetic field strong
enough was not. With the maximum arrangement (15 A and 1500 coils) the
available magnetic field strength was 1500 G. It is possible that if sta-
tionary fields with the desired strength would be available all adhesion
problems could be avoided. However, the stationary magnet is an energy-
wasting system and probably is not suitable for large-volume production pur-
poses. The use of permanent magnets fails because the strong pulses
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demagnetize the magnetic field, at least in the case of conventional ceramic
permanent magnets.
4.2.5. Properties of the films. Although the development of the plasma

devices is still tn progress, some properties of the films have been
measured. Because the main emphasis has been to produce hard and wear
resistant DLC coatings, the wear resistance was compared with that of the
most conventionally used hard coating, i.e. TIN. The wear of the TIN layer
by hardened steel pins was 10 times faster than that of the hard carbon
layers. The friction of the hard carbon layer (0.1) was significantly lower
than that of TIN (0.5). The OLC films had some other propertids of diamond
such as high hardness (about 40 i-Pa) and high electrical resistivity
(10' Qcm).

5. APPLICATIONS
The preparation of DLC films by some methods has reached the commercial

stage. In the advertisement of a company manufacturing DLC films, extremely
hard films are promised to be prepared on the surfaces of metal, ceramic,
and glass components. The process has been used to treat cutting tools,
plastic injection molds, metal stamping tools, and wear components such as
gears and bearings.
These first applications relating to the tribological field are typical in

the first stage. The DLC films are also used as different optical shield
coatings. However, the electronics industry will be the largest commercial
user. Although diamond is an excellent dielectric material, when doped, it
is also a good semiconductor. In addition, the heat conductivity of diamond
is four times better than copper and the radiation resistivity of diamond
semiconductors is good. Consequently, the construction of densely packed
high power, high temperature and radiation resistant electronic devices is
in principle possible.

6. SUMMARY
Both the method presented in this article are competitive in their own

fields. They are still in a stage of development as to the preparation of
diamond or diamond-like films. The main disadvantage of the mass-separation
method is the lack of a suitable ion source. However, although the mass-
separation method is slow for production purposes the mass-separated ion
beams are excellent for the study of diamond and diamond-like foils. The
properties of the foils can be investigated over a wide range of deposition
energies and currents. In addition, all parameters are accurately known and
the deposition process can be easily repeated. Accordingly, difficulties
such as poor adhesion and high temperatures of the sample frequently
occurring in the coating processes can be easily overcome.
The advantages of the plasma-arc-discharge device are rather indisputable:

it has simple construction, although it is difficult to find the optimum
geometry. It has a high production rate, even with very slow pulse rates (1
pulse/s): the deposition rate corresponds to an ion current of about 1 A,
which is a thousand times higher than that of the conventional "effective"
ion sources. The process Is clean because the plasma is made of pure solid
graphite. The device withstands long-period runs and its service is simple
compared to conventional ion sources. It is possible to produce ion
energies hig,, enough for good adhesion. The foils can be produced at low
temperatures.
One striking disagreement between these two methods is the ion energies.

The optimum Ion energy in using the mass-separated system is 100-500 eV, but
recently Martin et al. (26) reported that they have prepared, with the
arrangement presented by Aksenov et al. (21), excellent DLC films with much
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lower ion energies, 20 eV. The DLC foils prepared with the mass-separation
method using the ion energies lower than 50 eV were very brittle and
detached from the sample. This difference may be due to the charge
equilibrium of the carbon plasma. In addition, quite recently
Kasi et al. (28) have confirmed with Auger spectroscopy the formation of the
"diamond-like" structure for mass-separated carbon ions in the energy range
of 10 to 300 eV.
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ION BEAM ANALYSIS AND MODIFICATION OF THIN-FILM,

HIGH-TEMPERATURE SUPERCONDUCTORS

Michael Nastasi

Materials Science and Technology Division
Los Alamos National Laboratory
Los Alamos, New Mexico 87545 USA

1. INTRODUCTION
The application of ion beams to ceramic processing, as the rest of these proceedings has

shown, is a very powerful technique. In particular, ion beams have been shown to be very
effective in producing novel material properties through their rather violent interacti s with
the component atoms of the ceramics. However, in all these cases ions are used to process and
produce changes in ceramics, changes that must be monitored by other techniques. This paper
shows that, in addition to modifying materials, ion beams can be used in a mole gentle but
very powerful way to explore what happens to a ceramic thin film as a result of processing. The
following discussions are concerned exclusively with a new and exciting class of ceramic: the
high-temperature superconductor (HTS). We will discuss the application of various ion beam
backscattering techniques as well as examine the use of ion implantation in the processing of
these materials.

2. BACKSCATTERING SPECTROSCOPY
This section reviews some of the basic physical concepts involved in backscattering spec-

troscopy. The reader should note that this is only a brief review and that a more complete
treatment may be found in Refs. 1 through 3. The concepts discussed are the kinematic factor
K, scattering cross section a, and stopping cross section [E]. For a discussion on straggling, the
reader is referred to Chapter 1 in Ref. 1 and Chapter 2 in Ref. 2.
2.1. Kinematic factor K

The perception of mass in a backscattering spectrum results from the energy transferred to
a target atom by the projectile atom. The kinematic factor K, which is a measure of this,
is the ratio of the projectile energy after an elastic collision to that before the collision. This
factor can be derived by applying the principles of conservation of energy and momentum to
an elastic collision between two masses M1 and M2. Applying these principles, we have for M1
scattering from M 2 (4)

K E1 [ (M 2  _ M 21sin2 0) i/2 + M l Cos ] 2

K = L = '2 1 1 (1)

From Eq. (1) we see that the kinematic factor depends only on the projectile and target
masses and the scattering angle 0. The scattering angle is defined in Fig. 1.

In many applications the target will contain more than one type of atom. The ability to
resolve backscattering from atoms with similar masses requires that the mass difference AI
produce a large difference in the energy of the backscattered projectile. AE. In the vicinity of
0 = 1800 and for A 2 >> M1, which is most often the case, it can be shown that (4)
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A Ec= Et - KE, FIGURE 1. The energy loss components for a pro-

A Eout = I d.E jectile scattered from a depth t in a single-element
cOs0 2 dxI target. See Eqs. (3) through (6).

AE = EO(4 _62) (NL , AM (2)

where 6 = r - 9 in units of radians of arc. When the scattering geometry and AM are fixed.
Eq. (2) indicates that good mass resolution (large AE) can be obtained by either increasing
the primary energy E0 or increasing the mass of the projectile, M. However. applying the
latter situation requires some caution because a backscattering signal will not be produced
from target atoms in which Ml is greater than M 2.
2.2. Stopping cross section [

A highly energetic projectile traveling through a solid will lose energy primarily through
electronic stopping. This energy loss arises from the viscous-like drag that the projectile expe-
riences as it undergoes collisions with the electrons of the target atoms. The amount of energy
lost in traversing the target is proportional to the distance traveled and gives the perception
of depth in a backscattering spectrum.

Figure 1 presents the energy loss components for a projectile scattered from a depth t. For
a projectile starting witb an energy E0 , the initial energy loss will occur on the inward path.
AEi. At a depth t the projectiles energy will have been reduced to El. If at this point the
projectile suffers a collision with a target atom, it will lose energy AE. The final energy loss
occurs on the outward path, AEout. The ultimate projectile energy reaching the detector will
be El = E0 - (AEi. + AE, + AEout) = KEt - AEo)ut. Alternatively, if the projectile has a
backscattering collision at the surface without penetrating the solid, the only energy loss will
be due to kinematics, and the detected projectile energy will be KEo.

The total energy difference AE between projectiles scattered at the surface and at some
depth t is related to the scattering depth through the relationship (4)

AE = KEo - E= KAEin - AEO,1 (
= t [S] = tN [)
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where [S] is the energy loss factor, [E] is the stopping power factor, and N is the the atomic
density. The energy loss factor can be defined from Fig. I and Eq. (3) as (4)

+ (4)[S ] C o 0 1 dx I o s c O 0 
2  

dx o t

The stopping cross section factor is defined as (4)

K 1
cosf,~ + EFout ()Cs0in cos 62

where E is the stopping cross section, defined as

1 dE
=- N dx (6)

When the target is composed of more than one element, the total energy loss is assumed to
be equal to the sum of th, losses to the constituent elements, weighted by their abundances in
the compound. This postulate is known as Bragg's rule (5). Thus. the stopping cross section
for a mixture or molecule with the composition Am1B, is given by

((AB,,) = nE(A) + fE(B) , (7)

where E(A) and e(B) are the stopping cross sections for elements A and B.
A schematic representation of the backscattering process from an idealized free-standing

compound film is presented in Fig. 2. Energy losses in this situation are similar to those
depicted in Fig. 1 with the added complexity of kinematic losses from two elements. For the
A component, the energy loss components that arise from a projectile traversing a thickness f
and then being backscattered out are

t dE A,,B,,

AEin = COSm dx (8)

Et - Eo - A E,, (9)

AE,(A) = Et - KAEt (1()

and

AEout(A) = t A
CO 02 dx o,,t.A

Similar expressions also exist for the B component of our compound target.
The relationship between energy width, KAEO - E1 (A), and the film thickness for the two-

component target is

AEA = KAEo - Ei(A) = tNAB [e(Ai,,B,,)]A (12)
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ENERGY and thickness t.

where NAB is the number of AmBn molecules per unit volume. The quantity [E(AmB,)]A is
the stopping cross section factor for a projectile scattered from element A while traversing the
medium AmBn and has the form

[(AmBn)1A = ( r(A.B )i.J 1 c (ArnBn)outA (13)

An expression similar to Eq. (12) can also oe written for the energy width of the B portion
of the spectrum using the cross section factor for scattering from element B, which has the
same form as Eq. (13). The energy width of a compound can also be expressed in terms of
a compound energy loss factor [S(A.B,)]A. which can be constructed from Eqs. (8) through
(12).
2.3. Scattering cross section a

In the above discussion we assumed that a collision would occur between the projectile
and a target atom and that it would result in a backscattering event. The likelihood of such
an occurrence leads to the concept of the scattering cross section and our ability to perform
quantitative composition analysis.

For the experimental conditions in which a uniform beani of projectiles impinges at normal
incidence on a uniform target of thickness t. the total number A of backscattered and detected
particles is given by

A=aNtQQ (14)
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where a is the scattering cross section, N is the atomic density (which makes Nt the number
of target atoms per unit area). Q is the number of incident particles, and Q is the detector
solid angle.

Equation (14) shows that when f0, Q, and a are known, the number of atoms per unit area,
Nt, can be calculated. Both Q and Q can be experimentally measured, and if the repulsion
between the projectile and target atom is coulombic, the scattering is Rutherford and a is
easily calculated (4). At higher energies the probability of the projectile interacting with the
nucleus of the target atom increases, resulting in an interaction that is not strictly coulombic.
In such situations large deviations from Rutherford scattering can occur, and Eq. (14) requires
experimentally determined values of a.

In the hypothetical situation of the free-standing alloy film with composition AmBn, depicted
in Fig. 2, the total number of counts from element A is the area AA. Assuming that only
small changes in the projectile energy occur on the inward and outward paths (surface energy
approximation), we can describe the area by (4)

AA = Q Q aA(EO) mNAB  (15)
cos0

A similar expression can also be written for AB using the atomic density of B atoms, nNAB. and
the surface energy scattering cross section for B atoms, aB(EO). The ratio of atomic densities
is then given by

m AA/aA(EO)

n AB/aB(Eo) (16)

In some situations it may not be possible to resolve the full peak of a particular element in
a backscattering spectrum. In this case Eq. (16). which uses a ratio of peak areas. cannot be
used for composition analysis. However, composition analysis may be possible by examining the
ratio of the surface counts of the backscattering yield. In an expression analogous to Eq. (15).
the backscattering yield at the surface for element A in Fig. 2 is given by

HA.0=QQ0aA(Eo)mNAB7TA.0CSO01 . (17)

where 7A,0 is the thickness of a slab of the target at the surface and is defined by the energy
width of a channel in the detecting system. Projectiles scattered from within -rA.0 will have
a depth scale at the surface given by

S= A,O NAB [,(A.B.)]A (18)

where NAB and [c(AmBn)]A nave the same meaning as in Eq. (12). A similar set of equations
can also be written for HBo using rBO, aB(Eo). and nNAB. Combining these equations. we
find that the ratio of atomic densities can be written as

M HA,O aB(E) [c(AmB,,)A
n HB,O aA(EO) [c(AmBn)IB (19)

3. BACKSCATTERING ANALYSIS IN A THIN-FILM HTS
One of the necessary conditions to fabricating a good HTS is stoi-hiometrv. This is clearly

evident when the pseudoternary Y2 0 3-BaO-CuO phase diagram is examined. The oxide phase
diagram presented in Fig. 3 was determined at 950'C (6) and shows the compound Y, Ba 2 Cu 3 0
to be stoichiotnetric in its metal components. This indicates that small deviations from I
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2 : 3 in the Y-Ba-Cu stoichiometry will result in the formation of YiBa 2Cu:sO.. and two
additional nonsuperconducting phases. If the stoichiometry is known, the fraction of the : 2: 3
superconducting phase expected under equilibrium-processing conditions can be calculated
from the phase diagram by applying the lever rule (7).

In addition to the metal stoichiometry oxygen content has been shown to he a critical factor
in the formation of the orthorhombic superconducting phase (8) and affects the temperature
at which the superconducting transition occurs (9.10).
From the above discussion it is clear that knowledge of the composition of an HTS sample

can be a great assistance in tile processing and fabrication of this material as well as provide
fundamental information for the proper interpretation of results obtained from various physical
and transport properly experiments.
3.1. Rutherford backscattering spectroscopy

We have already established in Sec. 2 that backscatteriag spectroscopy is capable of supply-
ing depth-sensitive composition information in the near-surface region. making it an attractive
candidate for examining HTS thin fins. However, traditional Rutmherford backscattering spec-
troscopy (RBS) is much more sensitive to elements with a high atomic number. This results
(lirectly from the Rutherford scattering cross section (7, which is proportional to (ZtZ 2 /E) 2 ,

where Z, is the atomic number of the irojectile, Z 2 is the atomic number of tile target atom.
and E is the energy of the projectile. Examining Eq. (15) in light of this, we see that the
Rutherford backscattered signal will be much greater for a high-Z element such as barium.
yttrium, or copper relative to a low-Z element such oxygen. Oxygen RBS analysis is further
complicated by the experimental observation that helium projectiles on oxygen start to show
deviations from Rutherford scattering near 2.2 MeV (11). Fig. 4. thus limiting the maxinium
energy at which RBS analysis can be performed.

The major negative side effects associated with performing backscattering experiments in
the low-energy regime. where the oxygei cross section is still Rutherford. are, tie limitations
imposed on fihn thickness and ceucposition analysis. As indicated by Eqs. (3) and (12). the
backscattering peak width AE is rlatcd to the film thickness /. From Eq. (2). we also ob-
serve that mass resolution (lecreases with decreasing projectile energy. Together these points
suggest tmat (ecrasing projectile energy and increasing film thickness will ultimiately lead to
signal overlap hetween the high-Z components in our supercomnducting iihn and making depth-
dependent composition analysis difficiult. This point is (demonstrated in Fig. 5 withi an iMS
spectrum that was simulated withI the program NI.I' (11). The simulation was carried out

A. 
m m m m m m m m m m m m
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assuming 2-MeV helium projectiles and a 4000-A-thick, free-standing YBa 2 Cu 3 0 7 film. Also

shown are the component RBS signals from barium, yttrium, copper. and oxygen, which make

up the total spectrum. Although these data ignore the additional spectrum complexities that
will be present when a substrate is included in the simulation, they clearly demonstrate how

complicated and convoluted the RBS data can be under the given conditions.

Two solutions to the problem of overlapping barium, yttrium, and copper peaks are presented

in the RUMP backscattering simulations of Fig. 6. A possible but not very practical solution
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would be to work only at energies where oxygen is Rutherford and limit the thickness of the
film to avoid peak overlap. The low-energy spectrum, which was simulated assuming 2-MeV
helium, suggests a maximum YBa2Cu 30 7 thickness of 1200 A in this case. An alternative
approach would be to take advantage of the improved mass resolution [Eq. (2)] and the lower
stopping cross section that occur at higher helium energies. The high-energy portion of Fig. 6
shows that complete peak separation in a 4000-A-thick film is possible at 4 MeV. These last
data suggest that a complete composition analysis may be possible by acquiring backscattering
spectra from the same film at two different energies: a high-energy spectrum to determine the
barium, yttrium, and copper composition profiles and a lower energy (-2.2-MeV) spectrum to
determine the oxygen depth profile.

Although the two-step depth-profiling solution presented above is possible in theory, the low
yield of backscattered oxygen at energies <2.2 MeV and the incorporation of backscattering
signals from the substrate make accurate oxygen analysis difficult to carry out in practice. In
Fig. 7, a RUMP-simulated RBS spectrum is presented for 2-MeV helium on a 4000-A-thick
YBa2Cu 30 7 film on a SrTiO3 substrate. Also shown are the individual backscattering signals
from barium, yttrium, copper, and oxygen in the surface film and signals from strontium.
titanium, and oxygen in the substrate. Examining Fig. 7, we see that the small oxygen signal
from the superconductor sits on top of a large background made up of the backscattering signals
from the substrate components strontium and titanium. Note that the simulated spectrum is
highly idealized and does not contain any of the background noise that is present in reality. The
combination of the low oxygen yield (counting statistics) and our ability to properly subtract the
background from the oxygen signal greatly limits the accuracy of oxygen composition analysis.
3.2. Non-Rutherford backscattering

3.2.1. Elastic resonance of 3.045-MeV helium with 160. Solutions to the limitation imposed
on performing oxygen composition analysis in the Rutherford scattering regime have been
offered by several research groups (13 -16). One suggested solution is to take advantage of the
enhanced, non-Rutherford, elastic resonant 160 cross section that occurs for incident 3.045-
MeV helium. This resonance cross section was first described by Cameron (17) and has recently
been applied to oxide superconductors by Blanpain et al. in Ref. 16. The enhancemeiht in the
measured cross section relative to the Rutherford cross section at 3.045 MeV can be observed in
Fig. 4 (11) and has been estimated to produce an oxygen yield 30 times greater than expected
for Rutherford scattering (18). Backscattering data presented in Fig. 8 clearly show the effect
of this enhancement on the oxygen backscattering yield from a 3050-A-thick Ta2O3 film with
3.097-MeV helium relative to 2.030-MeV helium (16). However, because the resonant scattering
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from 160 occurs only over a narrow energy window of 11 keV (16), concentration depth profiles
require that several backscattering spectra be taken at slightly increasing energies to probe the
oxygen content at greater depths in the sample. An example of such a depth probe is given in

Fig. 9 for a zirconia sample (from Ref. 16).
Figure 10 presents the results obtained by Blanpain et al. (16) from a 3.086 MeV helium

backscattering experiment on a Y-Ba-Cu-0/zirconma film/substrate combination. Oxygen con-
centration and depth resolution under these operating conditions are quite good. Concentration
accuracy is proposed to be less than 5%. The oxygen depth resolution, if we ignore straggling
effects, will depend primarily on the resonance energy width. 11 keV. Assuming that the helium
an energy loss is dE dx = 36 eV/A in YBa 2 Cu3 0 7 at 3.1 MeV suggests a depth resolution of
approximately 300A at normal incidence. However, accurate oxygen depth profiling requires
the use of a calibration sample, which is run concurrently with the unknown (16). Also. as
the high-energy portion of Fig. 10 shows, additional spectra at higher hcliam energies will be
necessary to achieve complete separation of the yttrium, barium, and copper peaks.

3.2.2. Elastic resonance of 2.5-MeV protons with 160. Although the use of the non-

Rutherford elastic resonant 60 cross section that occurs for incident 3.045-MeV helium has
clear advantages, it does require the acquisition of multiple spectra at different energies to ob-
tain the oxygen composition as a function of depth. Rauhala et al. (13) have recently described
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FIGURE 9. Multiple helium backscattering spec-
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an alternative backscattering technique that also provides composition analysis in YBs 2 flu&QO
and does not require multiple spectra to determine the oxygen composition profile. The ap-
proach taken by these researchers was to combine the elastic non-Rutherford scattering of
protons and the Rutherford scattering of helium to examine the composition of oxygen and
the higher Z elements, respectively. This technique uses an enhanced oxygen cattering cross
section that is relatively flat over a wide range of proton energies. The oxygen cro~ss section
occurs for proton projectiles of energy <2.5 MeV and is enhanced by a factor ')f 5 relative to
the Rutherford cross section (19).

Barbour et al. (14) have also taken advantage of this cross section. and backscattering data
from their work on bulk YBa2 Gu3 0 7 is presented in Fig. 11. The inset in Fig. 11 shows the
behavior of the 160 + p cross section as a functio. of energy. Examining both the cross sec-
tion and energy loss factor for HTS material suggests that an oxygen analysis range of 4 pm
and a depth resolution of 2000 A is possible for 2.5-MeV incident protons (14). Although this
technique is relatively simple to apply to oxygen analysis, the loss of depth and mass resolu-
tion that is observed in the high-energy portion of the spectrum clearly shows that accurate
composition analysis is not possible for barium, yttrium, and copper. As proposed by Rauhala
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* ..i..... .protons on bulk YBa2Cu3O7 . The inset shows the1 behavior of 160 + p cross section as a function of
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et al., additional experiments must also be performed with helium projectiles to obtain the
composition information for the higher Z elements.

3.2.3. High-energy backscattering and the elastic resonance of 8.8-MeV helium with 160.
Up to this point we have primarily concerned ourselves with backscattering experiments at
relatively low energies where complete composition analysis of a YBa 2Cu 30 7 film required col-
lecting multiple data, changes in projectile, or incident energy. As noted previously (Fig. 6),
going to higher energies offers the advantage of producing greater mass separation between the
high-Z components. However, it is well know that the likelihood for scattering to deviate from
a Rutherford nature increases with increasing projectile energy. Deviations are expected when
the projectile velocity is large enough to allow it to penetrate deep into the the orbitals of the
atomic electrons and interact with the nucleus of the target atom. Mayer and Feldman (20)
have shown that the onset energy for deviation from Rutherford scattering is roughly propor-
tional to Z 1Z 2/A 1/ 3, where A is the mass number of the target atom and Z1 and Z 2 are atomic
numbers of the projectile and target atom, respectively. Thus, if any sense is to be made of
the information obtained from higher energy backscattering experiments, we must first know
the behavior of the scattering cross sections for all elements involved.

In the best of all possible situations, one would ideally like to obtain from a single spectrum
both good mass separation and the depth-dependent composition information. Barbour et el.
recently showed that this could be achieved by performing backscattering experiments with
8.7-MeV helium particles (14). The utility to oxygen analysis of working at this energy can be
realized by examining the cross-section data of Hunt et al. (21), Fig. 12. The data in Fig. 12
show the high-energy behavior of the 160 scattering cross section as a function of incident
helium (alpha-particle) energy for a variety of scattering geometries. These data indicate that
as the geometry becomes progressively more backscattering (increasing 0c.M), a very broad
plateau appears in the cross section centered near 8.6 MeV.

Figure 13 shows a typical backscattering spectrum, taken from the work of Martin et al.
(15), for 8.8-MeV helium incident on a 7700-A-thick film of YBa 2Cu30 7 -, sitting on a SrTiO 3
substrate. Indicated in the spectrum are the surface energies for barium, yttrium, copper, and
oxygen. The unlabeled step edges at 2.80, 5.96, and 7.00 MeV correspond to subsurface oxygen,
titanium, and strontium, respectively, in the substrate. Clearly evident in these data is the
good mass separation between barium, yttrium, and copper as well as the large oxygen yield
from the superconducting film. However, as noted above the absolute accuracy of determining
the film composition from such a spectrum depends on how well the scattering cross sections
are known.
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To determine how the scattering cross sections behave as a function of helium energy, Martin
and coworkers used a thin-film standard technique to measure the ratio cross section for several
HTS elements. The production of the standards consisted of electron beam coevaporating a Y-
Ba-Cu film onto Si0 2 , which was capped with a thin layer of titanium, and evaporating barium
in the presence of 02 onto a titanium-coated graphite substrate, which was then capped with
another layer of titanium. The substrates were chosen in each case because of their low kine-
matic factors. The titanium layers were employed to minimize environmental contamination
and aid adhesion to the graphite. For each standard the film thickness was chosen to ensure
elemental peak separation in a 2-MeV RBS spectrum. The RBS data for these two standards at
2 MeV are presented in Fig. 14 (22). Performing peak integration on these data and applying
Eq. (16), we find that the the composition of yttrium and copper relative to barium and the
composition of oxygen and barium can be determined to within a few per cent. Once the ratio
m/n is determined, values for UA/aB at various energies can be measurcs by integrating the
elemental peaks at the energy in question and again applying Eq. (16).

Figure 15 presents the results of this procedure for helium scattering from barium and oxygen I
in the energy range 8.2 to 9.1 MeV with a scattering angle of 1660 (from Ref. 15). The dashed
line in the figure represents the ratio of the cross sections assuming Rutherford scattering. The
increased sensitivity to 160 at 8.8 MeV is about 25 times greater than that for Rutherford
scattering. The statistical uncertainty in measuring these data was less than 2%.

In Fig. 16 measured cross section ratios for Cu/Ba and Y/Ba are presented over the energy
range 2 to 9 MeV (15). Again the dashed line represents the Rutherford cross section ratios
for a scattering angle of 166'. Assuming the scattering cross section for barium to remain
Rutherford up to 9 MeV (large Z) (14,15), we see that these data indicate that the copper
and yttrium cross sections start to deviate from a Rutherford nature near 6.5 and 8.0 MeV.
respectively.

4. APPLICATIONS OF HIGH-ENERGY BACKSCATTERING TO THIN-FILM PROCESS-
ING AND ION IMPLANTATION OF HTS

To successfully analyze the thickness and composition of an HTS thin film with 8.8-MeV
helium backscattering requires the cross section information presented in Figs. 15 and 16 as
well as stopping data. Zigler et al. (24) have developed a reliable, consistent parameterization
of stopping data for essentially all elements. Figure 17 presents stopping data calculated by
the program TRIM (24) for the case of helium projectiles on a Y-Ba-Cu-0 target in the energy
range 10 keV to 10 MeV. These data were calculated assuming a target atomic composition of
7% yttrium, 15% barium, 23% copper. 54% oxygen, and a mass density of 6.54 g/cm3 .
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4.1. Thin-Film Processing
Figure 18 presents 8.8-MeV helium backscattering data from Y-Ba-Cu films prepared )y

electron beam coevaporation in a vacuum of approximately 5 x 10- s torr (22). Films were
simultaneously deposited onto both SrTiO 3 and graphite substrates. An yttriumn capping layer.
approximately 150 A thick, was deposited before the samples were removed from vacuum. This
procedure was done in an attempt to minimize atmospheric contamination as the films were
taken out of vacuum and placed in the 02 annealing furnace.

The spectra in Fig. 18 are from films in their as-deposited state and allow us to examine
the influence of the SrTiO 3 and graphite substrate signals on the barium, yttriumn, copper, and
oxygen peaks. These data indicate that the barium, yttrium, copper, and oxygen distributions
for both substrates are identical, including the small oxygen peak that has formed in the thin
yttrium capping layer. The step at the low-energy end of the yttrium peak, producing the
background for the the copper peak, is backscattering front strontium in the SrTiO3 substrate.
The large step in the vicinity of channel 275 corresponds to backscattering front oxygen in
the SrTiO 3 substrate. The graphite substrate offers a clear advantage in peak separation and
allows rapid composition analysis of the as-deposited film by simply measuring the number of
counts in the barium, yttrium, copper, and oxygen peaks.

q1,
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To produce a superconductor out of the coevaporated Y-Ba-Cu films, an 02 annealing se-
quence of 650'C for 1 I, 750'C for 1 i, 850'C I It, then 650'C for I h was followed by a slow
cooling to room temperature. Only films deposited on SrTiO 3 were annealed. The graphite

substrate samples, which are very effective for composition analysis of the as-deposited film.
are not very practical for the actual formation of the superconductor. Graphite is readily con-
verted into CO2 under the annealing sequence described above. Figure 19 presents high-energy
backscattering spectra from films ol SrTiO3 before and after 02 annealing.

A comparison of the two spectra in Fig. 19 clearly shows the effects of the 02 annealing
procedure. Examining the data, we See that the heights of the barium, yttrium, and copper

peaks have all undergone a reduction, whereas the height of the oxygen peak has grown larger
than that of barium. In addition, the barium, yttrium, copper, and oxygen film peaks have all
become wider, and the strontium and oxygen substrates signals have undergone a corresponding

shift to lower energy positions. Qualitatively, these results are consistent with the production
of a thicker fihn that has a lower barium, yttrium, and copper atomic density and a higher
oxygen atomic density after annealing, relative to the as-deposited film.

To determine the composition of the annealed film and the as-deposited film on SrTiO 3 . a
peak height analysis. similar to that suggested by Eq. (19). will be require. However. instead
of using the surface height analysis we will use an average height analysis, with the cross
sections evaluated at an energy corresponding to the average energy of the incoming projectile.

Ein = (E0 + Ej)/2 [see Fig. 2 and Eqs. (8) through (11)]. Correspondingly. an average stopping
cross section factor will also be used. which for element A has the form (4)

'K(AmB.))A = I-A (Ein) + I (Eo1 t) (20)
Lo c0 1 COS 02  J

where the average energy of the outgoing particle, after a collision with element A is expressed
as

Emt = KAEt + El(A) (21)
2

The average stopping cross section will also be used in Eq. (12) to determine the film thickness.
Though not explicitly stated, values of ( in Eq. (20) are for the compound target and should

be calculated according to Eq. (7). For the superconducting compound YBa'.C1:T07 . ti factor
c on an atomic fraction basis will be equal to

1 2 3 7
f(YBa 2 CuO 7 ) = 1 (y) + -(Ba) + -(Cu) + -c(0) (22)

13 13 13 13

wheic the component stopping cross sections have been taken at the energies of interest. Ei,
and Eonl. The result of this calculation over a wide range of energies is presented in Fig. 17.

Iterative calculations of the film thickness, composition, Ein, Eout, and the average sto)ping

cross section factor indicate that the annealed film is 8980 A thick and has a composition
of YL1 Ba2 .000C2.91OT.04, normalized to Ba = 2. Similar analysis on the unannealed film.
using data front both the graphite and SrTiO 3 zpectra (Fig. 18). gives us a film thickness
of 7400 Aand a stoichiometry of Y 0.9 7Ba 2 .00Cu 2.9 10 0.2 1. normalized to Ba = 2. The above
calculations assumed atomic densities of 4.17 and 7.69 x 1022 atoms/cm12 for the unannealed
and annealed films, respectively. The stopping cross section factors [Eq. (20)] calculated for the
unannealed material are 82.8, 82.4, and 82.0 x 10- 1 5 eVcm2 for the barium, yttrium, and copper
peaks, respectively, and in the annealed material 53.2, 52.9, 52.8, and 59.9 x l( - 5 eV . cm 2

for barium, yttrium, copper, and oxygen, respectively. This indicates that for a scattering
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geometry of 01 = 00 and 02 = 150 and a detector resolution of 15 keV, our depth resolution for
8.8-MeV helium is approximately 440 A in the unannealed material and 370 A in the annealed
material.

A careful comparison of the metal stoichiometries before and after annealing indicates that
the number of barium and copper atoms has remained constant, whereas the number of yttrium
atoms has increased by 14%. This increase in the calculated yttrium stoichiometry results di-
rectly from a greater than expected increase in the height of the yttrium backscattered peak.
Because the barium and copper data suggest that mass was conserved during the annealing
procedure. the increased yttrium yield indicates that backscattering from near-surface stron-
tiumn has c'- urred. This may be the result of strontium diffusion into the surface film or the
formation oi" holes in the Y-Ba-Cu layer during annealing. If we assuming that the increase is
the result of strontium contamination, the estimated strontium concentration in the film would
be approximately 1.1 at.%.

To clearly show the advantage of working with 8.8-MeV helium, Fig. 20 contrasts the same
high-energy data presented in Fig. 19 to RBS spectra taken on the same as-deposited and 02-
annealed samples. The RBS spectra were take at the same scattering geometry employed for the
8.8-MeV data. The 2-MeV helium RBS spectra also include data from oxygen backscattering.

The transport quality of the annealed film. as determined by four-point probe measurements.
is presented in Fig. 21 (22). The film possesses a superconducting transition that is 8 K wide.
reaching zero resistance at 79 K. The normal-state resistance shows mild metallic behavior
but does not drop very quickly with decreasing temperature as would be expected from a high-
quality superconducting film. The moderate transport quality of this film is consistent with the
backscattering data. which has shown the metal stoichiometry to be less than perfect and has
suggested strontium contamination. As indicated by the phase diagram in Fig. 3. deviations
from a 1 : 2 : 3 atomic ratio for Y : Ba : Cu results in the formation of other, nonsupercon-
ducting, phases. As in other ceramics, second phases in the YBa 2 Cu3 O 7 superconductor will
most likely accumulate at grain boundaries, producing Josephson junctions that tend to spread
out the superconducting transition (24, 25). The addition of strontium has similar detrimental
effects on HTS materials: studies have clearly demonstrated that T, decreases with increasing
strontium content (26,27).
4.2. Formation of YBa 2 Cu 3O 7 superconducting films by ion implantation

One possible method of producing superconducting material that will be compatible with t he
fine structures required in electronic devices is ion implantation. Early work by by Koch et al.
(28) denionstrated that the radiation damage resulting from ion implantation into YBa 2 Cu30,
thin films renders the new class of oxide superconductors normal at moderate (loses (29.30).
They used implantation and masking techniques to destroy the superconductivity in specific
portions of a superconducting YBa 2 Cu 3O, fin to define the structure of a superconducting
quantum interference device.

An alternative technique. which has proved to be quite effective in producing devices in
se niconduct ing materials (31). is to use ion implantation to introduce additional elements into a
base material and alter the electrical properties of the implanted region. Nastasi anti coworkers
(32) recently examined the effectiveness of implanting yttrium ions into a nonsuperconducting
Ba-Cu-F base material to produce the superconducting YBa 2Cu 3 O7 phase.

The experimental procedure followed by these researchers was to form a base material for
yttrium implantation by the electron beammi coevaporation of BaF 2 and copper. A 4000-A-
thick alloy layer with an approximate composition of Ba 2 Cu13F 4 was deposited in a vacuum of
- 5x 10- 8 torr onto room-temperature substrates of jeweler's-quality SrTiO:m and single-crystal

A12 0 3 . A 200-A-thick layer of BaF 2 was used as a capping layer to minimize contamination
and material loss from sputtering (luring ion implantation.
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TEMP. (K) 3W ing zero resistance at 79 K.

During the yttrium ion implantation process, the coevaporated BaF2-Cu films were held
at 80 K in a vacuum of 5 x 10- 7 torr. Yttrium implantations at two different energies were
employed in an attempt to produce a more uniform yttrium distribution. The films were first
implanted with 400-keV Y++ to a dose of 6 x 1016 atoms/cm 2, followed by 100-keV Y+ to
a dose of 2 x 1016 atoms/cm 2 . TRIM Monte Carlo simulations (23), which did not consider
sputtering, estimated the range and straggling of the implanted yttrium ion to be 1947 and
776 A, respectively, at 400 keV, and 646 and 237 A at 100 keV.

Figure 22 shows 8.8-MeV helium backscattering data from as-deposited and yttrium-
implanted films on A12 0 3 . Analysis of the as-deposited spectra, using the cross-section data
presented in Fig. 16 and Eq. (16), gives a total integrated barium and copper composition of
Ba 2 Cu 3 . Backscattering studies at 2 MeV have determined that BaF2 is evaporated stoichio-
metrically (22), indicating that the composition of the coevaporated film is Ba 2 Cu 3 F 4.

A comparison of the two spectra in Fig. 22 shows that ion implantation decreases the width
of both the copper and barium peaks as well as decreasing the surface density of barium.
An analysis using the total counts in the barium and copper peaks yields a postimplantation
composition of Bal.sCu 3 , indicating that barium was preferentially sputtered during the im-
plantation of yttrium. A further analysis using Eq. (19) and the surface heights of the barium.
yttrium, and copper peaks gives a surface composition of Y 0 .Ba.6Cu 3 in the as-implanted

Enegy (MeV)
6.5 70 7.5

- As-Deposited Ba(F)-Cu
I Y Inplanted Ba(F)-Cu

150

- FIGURE 22. Backscattering data from 8.8-MeV
:" " a, helium on as-deposited and yttrium-implanted

,m 7, W 7. films on A12 0 3 . These spectra were taken with
Channel 01 = 6 0 '.
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film. The implanted yttrium distribution was peaked at the film surface with a FWHM of
approximately 1600 A and a low-energy tail extending to a depth of approximately 2900 A.

Both the as-deposited and yttrium-implanted samples were annealed using a wet-oxygen
procedure similar to that proposed by Mankiewich et al. (33,34). The samples were annealed
for 1 h at 750'C in dry oxygen, 1 h at 850'C in wet oxygen, 1 h at 650C in dry oxygen, 1 h
at 550'C in dry oxygen, and cooled slowly to 50*C over approximately 3 h in dry oxygen.

Figure 23 presents 8.8-MeV helium backscattering data from the as-deposited, yttrium-
implanted, and yttrium-implanted plus oxygen-annealed samples on SrTiG 3 substrates. Evi-
dent in the low-energy portion of these data is the evolution of the fluorine and oxygen content
as a result of processing. Both fluorine and oxygen are observed in the spectra from the as-
deposited and yttrium-implanted films. Oxygen annealing was followed by a large increase in
the oxygen signal and nearly complete attenuation of the fluorine signal.
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Examining the high-energy portion of Fig. 23, we see that annealing has increased the width
of the barium, yttrium, and copper peaks. In addition, annealing has left the surface height of
both the barium and yttrium peaks very close to their as-implanted heights, whereas the copper
surface height has been reduced. However, a close examiuation of the yttrium peak region
reveals that the total yttrium yield has increased after annealing. These data indicate the
surface or near-surface scattering of strontium. Examination by scanning electron microscopy
of this sample did detect some surface porosity, which leads us to conclude that strontium
substrate backscattering contributes to the enhanced yttrium yield. Additional experiments
are necessary to determine if strontium has also become incorporated into the surface layer.
A surface height analysis of the barium, copper, and oxygen peaks after oxygen annealing and
the yttrium as-implanted peak gives a surface composition of YlBal. 7Cu 2 .2 06.4 .

Electron diffraction data, presented in Fig. 24, indicate that a minimum of two phases were

formed during coevaporation; only BaF2 could be positively identified. Additional diffuse
rings from the carbon support film were also observed. Diffraction data from the implanted
region, close to the surface (region 1 in Fig. 24b), show that low-temperature implantation of
yttrium results in nearly complete amorphization of the surface. The diffraction pattern from
a deeper region (region 2) is identical to that presented in Fig. 3a. The diffraction pattern from
the yttrium-implanted and annealed film (Fig. 24c) indicates that substantial grain growth
occurred during the oxygen annealing process. The indexed diffraction pattern suggests that
at least two phases are present, YBa 2 Cu 3 0 7 and BaCuO 2 .

b) Y~kmpSI~md
a) As hepoO

FIGURE 24. Electron diffraction patterns from the a
as-deposited (a), yttrium-implanted (b), and yttrium-
implanted plus oxygen-annealed (c) films.
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Data for resistance versus temperature are presented in Fig. 25 for both the as-deposited and
yttrium-implanted Ba 2 Cu 3 F 4 films after oxygen annealing. As anticipated, oxygen annealing
the as-deposited film results in the formation of an insulating material with a room-temperature
resistance of 1.0 x 10 ohms, which increases to 6.4 x 105 ohms by 245 K. The yttrium-implanted
film shows a moderately sharp superconducting transition at approximately 85 K, which is
followed by broader transition starting at approximately 76 K. At higher temperatures the
resistive quality of the film is semiconductor in nature.

The resistance data show for the first time that ion implantation alloying is capable of pro-
ducing materials that possess a relatively high superconducting transition temperature. The
semiconducting normal-state behavior and low-temperature tail in the superconducting transi-
tion indicate that multiple phases, both superconducting and nonsuperconducting, have formed
in the yttrium-implanted region. This interpretation is consistent with the backscattering data
of Fig. 23, which showed the annealed film to be off the ideal I : 2 : 3 stoichiometry and
contaminated with strontium, and the electron diffraction data of Fig. 24c, which showed the
presence of both superconducting and nonsuperconducting phases.
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FIGURE 25. Data of resistance versus temperature for both the as-deposited and yttrium-implanted
Ba 2Cu3F 4 film after oxygen annealing.
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5. SUMMARY
The preceding text has demonstrated that ion beams are quite capable of supplying a va-

riety of depth-sensitive information from thin-film, high-temperature superconductors as well
being useful in the production of these new materials. A variety of backscattering approaches
have been discussed including classical Rutherford backscattering with helium ions and non-
Rutherford backscattering techniques at both low and high energies, employing proton and he-
lium projectiles. The utility of using 8.8-MeV helium backscattering was clearly demonstrated
in the fabrication of thin-film superconductors by both conventional evaporation techniques
and nonconventional ion implantation techniques. Finally, the application of ion implantationi alloying to the production of high-temperature superconducting material was discussed.
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1. INTRODUCTION
Plasma wall interaction is a designation for several sub-processes

affecting the surface of the plasma-facing components in a thermonuclear
fusion reactor. Here besides electromagnetic radiation, arcing, and neutron
irradiation, two processes may play a life-limiting role for the so-called
first wall; namely, thermal fatigue due to the pulsed operation of a Tokamak
and thermal shock loading by plasma disruptions or run-away electrons during
unstable plasma states.
In order to determine the load limits for these two loading types for

various first-wall materials, systematic series of material tests have been
carried out in Tokamak machines and in laboratory experiments. To simulate
the thermal load to the first wall primarily energetic electrons or hydrogen
ions are used in different laboratories worldwide. In these tests the cri-
tical thermal loads for surface modifications such as erosion, grain growth,
crack formation, and melting or sublimation are determined. Besides the
quantification of the resulting damage, it is of significant importance to
improve the thermomechanical performance of the materials.

2. MATERIAL PROBLEMS IN THE FIRST WALL OF FUSION DEVICES
The toroidal confinement of hydrogen plasmas - the so-called Tokamak con-

cept - has proved to be at present the most promising approach in connection
with worldwide efforts to realize thermonuclear fusion from a physical and
technical point of view. The term "plasma-wall interaction" summarizes all
the processes taking place between the hot plasma or its boundary layer and
the first wall during the pulsed operation of such devices (1). They
include particle bombardment, redeposition of eroded material, plasma
disruptions, so-called run-away electrons and arcing, i.e., processes which
stress, modify, damage, or even destroy the first wall, but which also
influence the plasma and thus interfere with plasma ignition. Figure 1
shows some of these damaging mechanisms on graphitic plasma-facing com-
ponents.
2.1. Requirements

The last-mentioned point is of significance for the selection of materials
insofar as atoms of the wall material entering the plasma lead to consider-
able plasma cooling. In view of the Z2-dependence of the radiation losses

*(Z = atomic number), materials with low Z-numbers are therefore regarded as
candidates for the first wall (2). In addition to this fundamental require-
ment, the wall materials have to fulfill special requirements which are
listed in Table 1. Beside a high melting or sublimation temperature,
the material must exhibit a good thermal shock resistance, low erosion rates
due to physical or chemical sputtering, and favorable outgassing conditions.

*In future machines which will be operated with D-T-plasmas beyond the
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FIGURE 1. Typical material damage in a Tokamak reactor (graphite limiters in
TEXTOR). (a) crack formation and erosion due to run-away electrons,
(b) redeposition of metal on the limiter surface.

TABLE 1. Requirements for first-wall materials in thermonuclear
fusion devices

- low atomic number (Z)
- high melting or sublimation temperature
- high thermal conductivity 1 high thermal
- low thermal expansion coefficient shock
- low Young's modulus resistance
- high strength
- low erosion rates (due to physical and chemical sputtering in

hydrogen plasmas)
- good hydrogen recycling behaviour
- low outgassing rates
- favourable neutron irradiation behaviour (14 MeV neutrons)

break even point a good tritium retention and resistance against 14 MeV
neutron irradiation is required.
Most of the existing confinement experiments use graphite or other carbon

materials for their plasma facing components. On the basis of experience
with graphite in fission reactors (3) the application of this material in
fusion reactors appears very doubtful. The energetic neutrons of the
fission spectrum (max. 2 MeV) already impair all relevant properties of the
graphites; for example the thermal conductivity is considerably reduced by
neutron-induced radiation damage. Additional effects on the strength of
graphite and radiation-induced dimensional changes are also important.
2.2. Candidate materials
Taking into consideration the above mentioned requirements for first-wall

materials, a large spectrum of materials has been proposed as candidates;
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among these are metals, graphites, and ceramics (see Table 2). Generally
the monolithic materials are considered; in special applications composite
materials (e.g., fiber reinforced materials) or coatings have been tested
successfully. Stainless steel or Ni-base alloys are the "classical"
materials for plasma-facing components; today these materials have been
largely replaced by non-metallic, low-Z components. Here, graphites and
carbon fiber composites play the most important role. Due to the above men-
tioned problems in neutron-generating machines, radiation resistant C-
materials are required. In this field, beryllium or silicon carbide could
be a promising alternative, at least if the relatively poor thermal shock
resistance of the ceramic materials (4) can be improved by adequate methods
(e.g., alloying with BeO or by fiber reinforcement) and if the material tem-
perature during operation remains sufficiently low (not exceeding about
I000°C for Be and below 15000C for SIC).

TABLE 2. First-wall candidate materials

Metals:

- stainless steel (e.g. 1.4311)
- Ni-base alloys (e.g. INCONEL 600)
- refractory metals (e.g. W. TZM)
- beryllium

Carbon materials:
- fine grain graphites (e.g. EK 98)
- pyrolytic graphite
- carbon fiber composite materials (e.g. 2D. 4D)

Ceramics:

- monolithic silicon carbides (e.g. with Al, AIN or
BeO additives)

- monolithic low-Z nitrides (e.g. BN, SiN-, AIN)
- coat-mix material on the basis of SiC
- SiC-fiber reinforced SiC

Coatings:
- PVD - Physical Vapor Deposition (e.g. amor-

phous hydrocarbon or boron carbon layers)
- CVD - Chemical Vapor Deposition (e.g. SiC,

pyrocarbon)
- LPPS - Low Presure Plasma Spray

3. HIGH HEAT FLUX TESTS
Aside from a purely theoretical analysis, e.g., by time dependent

temperature/stress analysis, there exist two different ways of investigating
plasma wall interaction experimentally (5): the first and most realistic
way is to expose material samples to a near-fusion plasma in one of the
existing large Tokamaks, the second way is to test materials in conventional
laboratory experiments. Concerning the high heat flux behavior of different
candidate first-wall materials the following methods have been applied.
3.1. Tests in TEXTOR
Extensive, systematic material tests in operating Tokamaks are not

possible at present, since the plasma machines are designed primarily for
other purposes, e.g., investigations of plasma physics, plasma diagnostics
etc. Nevertheless, Tokamak material tests are essential for the development
of improved first-wall materials, e.g., for studies of the material damage
caused by the real, complex system of plasma wall interaction, for the

Ii
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adjustment of experimental parameters in simulation experiments, and for
final decisive material tests.
A plasma machine which is well equipped for material tests Is the Tokamak

TEXTOR (6) in the Nuclear Research Center (KFA) JUlich. Here, up to 20 dif-
ferent material samples can be exposed to the plasma; this assembly, which
is shown in Fig. 2, has a sandwiched structure with 10-mm thick slices of
the test specimens (and reference samples). Today, a new sandwich limiter
holder is available that can be inserted into the plasma by an air lock
system without breaking the vacuum inside the torus. A variety of different
diagnostics to determine the plasma parameters and the resulting surface
temperatures are available during the plasma exposure. After removal from
TEXTOR and disassembly the test specimens are investigated by suitable ana-
lytical methods. Figure 1(b) shows typical surface modifications observed
in the sandwich limiter experiments.
3.2. Electron beam tests
To simulate the plasma wall interaction in laboratory experiments,

electron beam devices (e.g., e--beam welding machines, see Fig. 3) are used
today. These machines in general are operated with beam currents in the
range of some 100 mA and acceleration voltages of 30 to 150 kV; pulse dura-
tions from the ms-range up to quasi-stationary conditions are possible.
These parameters make electron beam devices highly qualified to simulate
plasma disruptions on the one hand, and to investigate the material failure
due to thermal fatigue. In the former case the thermal shock behavior under
extreme heat loads in the ms-range is of interest; these experiments are
performed with focussed electron beams (beam diameter in the m-range). For
thermal cycling tests however, only moderate power densities on larger
target areas are required; therefore, defocussed beams (loaded area
-1 cm2) or additionally scanned beams (loaded area up to -100 cm2) are
applied.

The heat load distribution In electron beam high heat flux tests Is
rather inhomogeneous due to the relatively small beam radius. Figure 4(a)
shows a typical profile which was measured for a 150-kV beam with 100 mA
beam current (7). The contour lines show an unexpected deviation from the
axial symmetry; secondary maxima occur in a few millimeters distance from
the central peak. The power density value in the beam center can even
exceed 1 MW cm-2, although the nominal mean beam power density (i.e., total
beam power per area) is only In the range of some 10 kW cm-2. This beam
inhomogeneity will cause additional stresses in the loaded surface area;
this is especially true for scanned electron beams which will result in sub-
sequent thermal shocks whenever the beam strikes the same surface area.
3.3. Ion beam tests

To overcome this electron beam test deficiency - namely, the inhomoge-
neous heat distribution and the relatively small loaded areas - powerful ion
beam facilities play an important role as a test bed for first-wall com-
ponents. These devices - either specially designed for this purpose or
modified neutral beam injector (NBI) test stands - with total beam powers of
some MW and beam diameters in the range of some 10 cm are useful for simula-
tion of plasma-surface interactions.
The ion beam material test facility installed at KFA (see Fig. 5) is a

former test stand which was used for the development of the neutral beam
injection heating of TEXTOR (8). With a total power of 4 MW, a beam cross-
section of 40 x 45 cm and the capability to simulate short pulses (see spe-
cifications of the test facility in Table 3), it is a powerful tool for
fusion material development. Similar to the sandwich limiter lock at
TEXTOR, the test facility is provided with a sample manipulator which allows
the changing of the test specimens without breaking the vacuum in the
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TABLE 3. Specifications of the KFA
ion beam materials test facility

total beam power: 4.0 MW (Is - 78 A.
E - 52 keV)

beam area: height 40 cm,
width 45 cm

sample holder: 15cm x 10 cm sample size.
actively or passively cooled

particlo type H'. W-v

particle energy: maximum energy
- 20. 52 keV

energy distribution:
63% E..
27 % 1/2 E_
10% 1/3 E._

power density: maximum value
F- 8 15 kWcm

-

pulse length: t.. - loms
t- - lOs

pulse time: t - 2ms

repetition rate: 1 5 min (depending on power
density and pulse length)

FIGURE 5. Ion beam high heat flux
materials test facility at KFA.

vessel. In a first step only passively cooled samples (maximum sample size
= 10 x 15 cm) will be used; in a second phase tests rn actively cooled
samples or on plasma facing components in real size are planned.
Figure 4(b) shows a calculated beam profile for the KFA ion beam test

facility. In comparison to the e--beam tests, relatively homogeneous heat
load distributions can be realized here; within a sample size of 10 x 15 cm
the inhomogenelties (i.e., the deviations in the local heat load) are less
than 50%. Stresses that arise from peak heat load distributions in electron
beam tests do not play any significant role in ion beam tests.

Typical material damage which was observed in ion beam high-heat-flux
tests (9) is shown in Fig. 6. The left micrograph shows the resolidified
surface of a stainless steel sample that was exposed to a pulse of
1.6 kW cm- 2 for -1 s. The surface shown in Fig. 6(b) belongs to an ultra-
fine grain graphite (P/A = 9.7 kW cm-2 ; t = 290 ms) which developed a crack
pattern with undamaged Islands of -1 m in diameter. Ceramographic sections
from this sample indicate that the crack depth reaches 2 mm in spite of the
moderate thermal shock load.

To quantify the material damage due to the applied high heat fluxes, fast
diagnostics are necessary. The KFA ion beam test stand is equipped with two
pyrometers (see Fig. 7) which cover the temperature range from 300 to 3000 0 C
(temperatures above 800 0C are measured by a two-color pyrometer with a time
resolution of 5 ms). To determine the bulk temperatures of the test
samples, the individual tiles are provided with Pt-PtRh-thermocouples. A
pressure gauge is available for the quantification of the pressure rise in
the vessel due to outgasslng, evaporation, or sublimation. All data are
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FIGURE 6. Typical damage de to high heat flux tests In the ion beam test
stand: (a) structure of the resolidified surface of a 1.4311 stainless
steel sample (P/A 1.6 kw cm- , t = 951 ms); (b) cracks in the surface of
an ultrafine grain graphite (P!A = 9.7 kW cm-2 , t = 290 ms).

thermo-couples
in the

' test samples

Thus sufacmoifictiospsch su acki geltn atelasqai-

tprocessing
~otia 2 press ure gage -- dt

pyrometer storage

T = 800 -3000'C
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T =- 300 ... 1500°(C

holder TV-inspection
system

FIGURE 7. Diagnostics for the ion beam materials test facility.

processed and stared In a personal computer. The surface of the specimens
can be observed by a CCD-TV-camera; the information is stored on a VTR.
Thus, surface modifications such as cracking or melting as well as qualita-
tive temperature distributions can be recorded.
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4. SUMMARY
The performance of different first wall candidate materials under high

heat fluxes has been tested both in electron beam and in ion beam experi-
ments. For these tests several facilities are available (10); some of these
are listed in Table 4 together with their operating parameters. The
spectrum of materials tested so far ranges from metallic alloys (e.g., Fe-or
Ni-based alloys, refractory metals) to graphites and ceramic materials;
besides monolithic materials also coatings have been Included in these
tests.

TABLE 4. Specifications of some high heat flux test facilities

Location IPP Nagoya JAERI KFA SNLA KFA SNLA
Japan Japan FRG USA FRG USA

Beam H* H* H* H* HI H°  HI D
+  a' a

Particle Energy 120keV 100keV 50keV 40keV 150keV 30keV

Power density 150MW/m 2  200MW/rn2 150MW/m 2  40 MW/rn2 500MW/m 1000MW/rm

Pulse length 1s los 10s 30s cont. cont.

Loaded area 600 cm, 600 cm2  150cm 25 cm' 100cm2

Total power 9MW 8MW 4MW 800 kW 30kW 30kW

Thermal cycling No Yes Yes Yes Yes Yes

under
Status operational operational preparation checkout operational

Typical damage effects observed in high heat flux tests are: (a) erosion
due to melting, evaporation, sublimation or particle emission, (b) modifica-
tions in the grain morphology (such as twin formation or grain growth), and
(c) formation of cracks and chipping effects.
Since first-wall materials with high atomic numbers (Z) are generally

undesired from the plasma-physical viewpoint, non-metallic materials are the
prime candidates for the inner wall of the next generation plasma machines.
Graphites and especially ceramics are very sensitive to thermal shocks
(e.g., by disruptions or run-away electrons); to meet the needs for a better
thermal shock resistance of these materials different types of fiber-
reinforced grades have been successfully tested.
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